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Preface

This textbook is intended for a one-semester course in corrosion science at the graduate or advanced
undergraduate level. The approach is that of a physical chemist or materials scientist, and the text
is geared toward students of chemistry, materials science, and engineering. This textbook should
also be useful to practicing corrosion engineers or materials engineers who wish to enhance their
understanding of the fundamental principles of corrosion science.

It is assumed that the student or reader does not have a background in electrochemistry. However,
the student or reader should have taken at least an undergraduate course in materials science or
physical chemistry. More material is presented in the textbook than can be covered in a one-semester
course, so the book is intended for both the classroom and as a source book for further use.

This book grew out of classroom lectures which the author presented between 1982 and the
present while a professorial lecturer at George Washington University, Washington, DC, where he
organized and taught a graduate course on “Environmental Effects on Materials.” Additional material
has been provided by over 30 years of experience in corrosion research, largely at the Naval Research
Laboratory, Washington, DC and also at the Bethlehem Steel Company, Bethlehem, PA and as a
Robert A. Welch Postdoctoral Fellow at the University of Texas.

The text emphasizes basic principles of corrosion science which underpin extensions to practice.
The emphasis here is on corrosion in aqueous environments, although a chapter on high-temperature
oxidation has also been included. The overall effort has been to provide a brief but rigorous intro-
duction to corrosion science without getting mired in extensive individual case histories, specific
engineering applications, or compilations of practical corrosion data. Some other possible topics
of interest in the field of corrosion science have not been included in accordance with the goal to
keep the material introductory in nature and to keep the size of the book manageable. In addition,
references are meant to be illustrative rather than exhaustive.

Most chapters also contain a set of problems. Numerical answers to problems are found at the
end of the book.

Finally, the author wishes to recognize the various mentors who have graciously shaped his pro-
fessional life. These are: Dr. J. B. Horton and A. R. Borzillo of the Bethlehem Steel Corporation,
who introduced the author to the field of corrosion; the late Prof. A. C. Zettlemoyer of Lehigh
University, who taught the author the beauty of surface chemistry while his Ph. D. advisor; the late
Dr. Norman Hackerman, postdoctoral mentor at the University of Texas; the late Dr. B. F. Brown
and M. H. Peterson of the Naval Research Laboratory; and Prof. James P. Wightman of the Virginia
Polytechnic Institute and State University, a “surface agent extra-ordinaire” with whom the author
has spent an enjoyable and exciting sabbatical year.

The author is also grateful to Harry N. Jones, III, James R. Martin, Farrel J. Martin, Paul M.
Natishan, Virginia DeGeorgi, Luke Davis, Robert A. Bayles, and Roy Rayne, all of the Naval
Research Laboratory, who helped in various ways. The author also appreciates the kind assistance of
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A. Pourbaix of CEBELCOR (Centre Belge d’Etude de la Corrosion), C. Anderson Engh, Jr., M.D.
of the Anderson Orthopaedic Clinic, Alexandria, VA; Phoebe Dent Weil, Northern Light Studio,
Florence, MA; Erik Axdahl, and Harry’s U-Pull-It, West Hazleton, PA.

Finally, the author wishes to thank Dr. Kenneth Howell, Senior Chemistry Editor at Springer, for
his encouragement and support.

Washington, DC E. McCafferty
2009
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Chapter 1
Societal Aspects of Corrosion

We Live in a Metals-Based Society

Residents of industrialized nations live in metal-based societies. Various types of steel are used
in residential and commercial structures, in bridges and trusses, in automobiles, passenger trains,
railroad cars, ships, piers, docks, bulkheads, in pipelines and storage tanks, and in the construction
of motors. Aluminum alloys find a variety of uses ranging from aircraft frames to canned food
containers to electronic applications. Copper is used in water pipes, in electrical connectors, and in
decorative roofs. Chromium and nickel, to name just two more metals, are used in the production of
stainless steels and other corrosion-resistant alloys.

In addition, metals are also used in various electronic applications, such as computer discs,
printed circuits, connectors, and switches. Metals are even used in the human body as hip or knee
replacements, as arterial stents, and as surgical plates, screws, and wires. See Fig. 1.1.

Metals also find use as coins of daily commerce, in jewelry, in historical landmarks (such as
statues), and in objects of art.

There are 85 metals in the Periodic Table. Whatever be their end use, all common metals tend to
react with their environments to different extents and at different rates. Thus, corrosion is a natural
phenomenon and is the destructive attack of a metal by its environment so as to cause a deterioration
of the properties of the metal. Figure 1.2 shows an example of a harsh corrosive environment in
which the deck of an aircraft carrier is splashed and sprayed by seawater so that both the structural
metals and electronic components in the aircraft may suffer corrosion.

Why Study Corrosion?

There are four main reasons to study corrosion. Three of these reasons are based on societal issues
regarding (i) human life and safety, (ii) the cost of corrosion, and (iii) conservation of materials. The
fourth reason is that corrosion is inherently a difficult phenomenon to understand, and its study is in
itself a challenging and interesting pursuit.

These reasons are discussed in more detail below.

Corrosion and Human Life and Safety

On December 15, 1967, the “Silver Bridge” over the Ohio River linking Point Pleasant, West
Virginia, and Kanauga, Ohio, collapsed carrying 46 people to their deaths [3]. See Fig. 1.3. The
cause of the failure was due to the combined effects of stress and corrosion.

1E. McCafferty, Introduction to Corrosion Science, DOI 10.1007/978-1-4419-0455-3_1,
C© Springer Science+Business Media, LLC 2010
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Porous-coated
femoral component
(stem)

Femoral head (ball)

Polyethylene liner

Porous-coated
acetabular
component
(cup)

Fig. 1.1 An artificial hip used in hip-replacement surgery [1]. Titanium alloys or alloys of cobalt–chromium–
molybdenum are currently used in artificial hips because these alloys resist corrosion in the human body. Figure
courtesy of Dr. C. Anderson Engh, Anderson Orthopedic Clinic, Alexandria, VA

Fig. 1.2 An example of a harsh corrosive environment [2], in which both the structural and electronic metals in the
aircraft will be subject to corrosion

On June 28, 1983, a 100-ft long section of a bridge span on a major US Interstate highway
collapsed [4]. Three people died and three more were seriously injured. The cause of the collapse
was due to the corrosion of a support pin.

On April 28, 1988, the cabin of a commercial airliner en route from Hilo to Honolulu, Hawaii,
suddenly disintegrated, and a flight attendant was tragically lost and 65 passengers were injured [5].
The cause of the problem was the combined effects of metal fatigue and corrosion.
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Fig. 1.3 On December 15, 1967, the Silver Bridge connecting Ohio and West Virginia over the Ohio River collapsed,
and 46 people lost their lives. The cause of the collapse was stress-corrosion cracking [3]

In February 2001, a nuclear power plant in Ohio was closed for routine maintenance; and a
“pineapple-sized hole” caused by corrosion was found in the reactor’s lid [6]. A report issued by the
Nuclear Regulatory Commission stated that the plant had been operating on the brink of a potentially
devastating nuclear accident.

In July 2005, a 50-ft pedestrian bridge at a shopping mall collapsed on top of a box truck, which
was demolished. (The collapse occurred after normal business hours, so no one was injured.) The
structural failure was attributed to the corrosion of large metal bolts which connected the bridge to a
parking garage and to the stores in the mall [7].

In December 2008, a massive water main break in suburban Washington, DC, unleashed a torrent
of water that forced dramatic rescues of trapped motorists [8]. This incident raised anew concerns
about the safety of the aging infrastructure in the United States.

These are but a few examples as to how corrosion can impact human life and safety. Other exam-
ples where safety is a primary concern involve the structural integrity of pipelines, storage tanks,
boilers, pressure vessels, and aircraft engines.

Of recent concern in the United States is the state of the nation’s aging infrastructure. There are
approximately 583,000 bridges in the United States, and 15% of these are structurally deficient due
to corroded steel or steel reinforcement [9].

In Washington, DC, in November 2007, a freight train crashed through a barrier and crossed
a railroad bridge which was supposed to be closed. Ten railroad cars were derailed, including six
which fell into the Anacostia River. A spokesman for the railway corporation said that “We have not
experienced this level of corrosion on a bridge this age” [10].

Another safety issue concerns the disposal of nuclear wastes. The United States plans to establish
a nuclear waste repository beneath a mountain at Yucca Mountain, Nevada. The nuclear wastes are
to be contained in casks of a nickel-based alloy, and the repository is to be free from radiation loss
for a period of 10,000 years. As of 2009, however, corrosion scientists and engineers were grappling
with the problem of predicting the extremely long-term corrosion resistance of the nickel alloy casks
at high temperatures and in the presence of chloride salts which could leach into rainwater passing
from the surface of the mountain to the underground repository [11].

A different safety issue is the buildup of certain toxic ions in solution due to corrosion. The cor-
rosion of chromium to produce Cr6+ ions and the use of chromates as surface treatments to prevent
corrosion are issues of recent concern. Contamination of water piping systems by the corrosion of
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cadmium components in the water delivery system has also been under scrutiny. Galvanized steel
pipes (zinc coated) usually contain some cadmium as does the solder used to join them together
[12]. The toxic effect of dissolved lead ions in water pipes constructed of lead metal has long been
recognized and will be a potential problem as long as lead piping already in place continues in ser-
vice. In the winter of 2004, toxic levels of dissolved lead ions were found in the drinking water
in Washington, DC, homes which were serviced by lead pipes [13]. The problem arose from a
change in the water treatment procedure which inadvertently disturbed the protective oxide film
on lead, thus allowing the underlying metal to corrode and discharge lead ions into the drinking
water. Orthophosphates are being added to the water supply in order to re-form the protective oxide
film on the interior of the lead pipes.

Corrosion of water pipes constructed of copper can sometimes produce the phenomenon of dis-
colored “blue water” due to dissolved Cu2+ ions [14, 15]. Concentrations of Cu2+ in excess of 2 mg/L
can produce a bitter metallic taste.

Economics of Corrosion

In 1978 a comprehensive landmark study was carried out on the economic effects of metallic cor-
rosion in the United States [16]. The results of this study were that the total cost of corrosion in the
United States for the year 1975 was the staggering total of $70 billion or approximately 5% of the
Gross National Product for that year.

The figure of $70 billion now seems small compared to the results of a more recent study con-
ducted between 1999 and 2001 [9], which places the annual direct cost of corrosion in the United
States at $276 billion. This is approximately 3% of the Gross Domestic Product for the period of
study.

There have been various previous studies on the economic loss due to corrosion carried out at var-
ious times in various industrialized nations [17]. The results have always been consistent. Corrosion
consumes 3–5% of the Gross National Product of that particular nation.

The 1978 report divided the $70 billion cost of corrosion into avoidable costs and unavoidable
costs. Avoidable costs are those which could have been reduced by the application of available
corrosion control practices. Unavoidable costs are those which require advances in new materials
and in corrosion technology and control. The avoidable costs in the 1978 study were about 15% of
the total cost of $70 billion.

In addition, in the 1978 study, corrosion costs could be divided into direct costs and indirect costs.
The following are some examples of direct costs listed by Uhlig [18]:

1. Capital costs – cost of replacement parts, e.g., automobile mufflers, water lines, hot water heaters,
sheet metal roofs.

2. Control costs – maintenance, repair, painting.
3. Design costs – extra cost of using corrosion-resistant alloys, protective coatings, corrosion

inhibitors.

Examples of indirect losses are as follows [18]:

1. Shutdown – of power plants and manufacturing plants. (See the example of the nuclear power
plant mentioned earlier.)

A second example is provided by a widespread corrosion problem which occurred in August
2006 and forced a shutdown of an oil pipeline in Alaska [19]. Sixteen miles of pipeline had to be
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replaced. The oil leakage caused environmental damage and the pipeline closure sent the price of
oil higher.

2. Loss of product due to leakage – leakage of pipelines due to corrosion.
3. Contamination of product – In 1991, 100,000 residents of Northern Virginia were surprised to find

that sediment and rust from a temporary pumping station caused discoloration of their drinking
water [20]. Public officials claimed no health risks were involved, but the prospect of drinking
rusty water was unpleasant and disconcerting. Another example of contamination is provided by
food spoilage due to the corrosion of containers.

Corrosion and the Conservation of Materials

Corrosion destroys metals by converting them into oxides or other corrosion products. Thus, cor-
rosion affects the global supply of metals by removing components or structures from service so
that their replacement consumes a portion of the total supply of the earth’s material resources.
Environmentalists are interested in conserving our supply of metals not only to conserve minerals but
also to reduce the amount of solid materials at landfills or recycling centers. See Fig. 1.4. In addition,
extension of the service life of a metal product or component forestalls additional manufacturing or
processing, thus decreasing emissions of greenhouse gases.

Fig. 1.4 (Top) Corrosion of vintage US automobiles. (Bottom) A view on the storage, recycling, and reclamation of
used automobiles. Photographs courtesy of Harry’s U-Pull-It, West Hazleton, PA

There are two important issues concerning the world’s supply of metals. The first of these is the
question as to what total supplies of various metals (or their ores) actually exist in nature. Over the
past 30 years, there have been various assessments as to the earth’s reserves of important metal ores.
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Table 1.1 1975 and 1995 estimates of the global reserves of various metals

1975 Estimate of years of supply [19] 1995 Estimate of years of supply [20]

Aluminum 185 162
Iron 110 77
Nickel 100 43
Molybdenum 90 –
Chromium 64 –
Copper 45 22
Zinc 23 16

Selected results from two studies [21, 22] are given in Table 1.1, which shows that there is a finite
limited supply of the metals listed in the table.

Of course, these studies are estimates, and these estimates will change as new supplies of ores
are located, as the demand for a given metal changes, and as recycling efforts intensify. In addition,
prolonging the service lifetime through the development and use of more effective corrosion-resistant
alloys or improved corrosion control measures will stretch the supply of the earth’s natural resources.

A second issue regarding the world’s supply of metals is the geographical location of certain
ores and minerals. Industrialized nations (primarily the United States, western Europe, and Japan)
import 90–100% of their total requirements for chromium, cobalt, manganese, and platinum group
metals from additional sources [23]. These metals have been referred to as “critical materials.” The
largest use of chromium is in the manufacture of stainless steels; the largest use of cobalt is in
high-temperature alloys.

In order to develop a national self-reliance in regard to these critical materials, there is a continu-
ing interest in the development of new corrosion-resistant and oxidation-resistant alloys containing
substitutes for chromium and cobalt. This goal is a formidable challenge for corrosion scientists and
engineers, and research in this direction still continues.

In 2006, China announced that it plans to build strategic reserves of various minerals including
uranium, copper, aluminum, manganese, and others that the country urgently needs [24].

Finally, corrosion takes its toll on national landmarks, works of art, and historical artifacts
[25–27]. See Fig. 1.5. Preservation and restoration of these objects are an important part of material
conservation. For example, the Statue of Liberty was found to have suffered extensive corrosion in
the iron structure, which supports its copper skin as well as perforation of copper in the torch area
[27]. A massive restoration project was completed in 1986.

Despite all the problems with corrosion mentioned so far, corrosion is sometimes (but not usually)
good. Rust possesses an attractive reddish brown hue so that protective layers of rust can be attractive
in outdoor settings. Figure 1.6 is a photograph of an attractive rust-colored giant watering can, which
can be found in a garden center south of Alexandria, VA. More about the unusual beneficial aspects
of corrosion is given in Chapter 17.

The Study of Corrosion

In addition to the importance of corrosion discussed above, the study of corrosion is in itself a chal-
lenging and interesting pursuit. Corrosion science is an interdisciplinary area embracing chemistry,
materials science, and mechanics, as shown in Fig. 1.7. The study of aqueous corrosion processes
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Fig. 1.5 Details of the statue of Thomas Jefferson from the Washington Monument (1858), by Thomas Crawford and
Randolph Rogers, Virginia State Capitol, Richmond, VA, showing corrosion damage caused by industrial pollution.
Photograph courtesy of Phoebe Dent Weil, Northern Light Studio, Florence, MA

Fig. 1.6 Photograph of a rust-covered outdoor work of art near Alexandria, VA

involves the intersection of chemistry and materials science. But the science of mechanics must be
added to understand mechanically assisted corrosion processes, such as stress-corrosion cracking
and corrosion fatigue.
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Fig. 1.7 Various disciplines involved in corrosion science

Other relationships exist between the various disciplines, as shown in Fig. 1.7. A blend of mechan-
ics and materials science can address dry fracture processes, and mechanics and chemistry can study
chemico-mechanical processes such as adhesion and wear, among others. But again, the science of
chemistry must be included to understand environmentally assisted fracture, i.e., stress-corrosion
cracking and corrosion fatigue.

Corrosion Science vs. Corrosion Engineering

Corrosion science is directed toward gaining basic scientific knowledge so as to understand corrosion
mechanisms. Corrosion engineering involves accumulated scientific knowledge and its application to
corrosion protection. Ideally, corrosion science and corrosion engineering complement and reinforce
each other, but it has been the author’s observation that most workers in the field of corrosion settle
into one camp or the other. The most effective corrosionists are those who understand both the
science and the engineering of corrosion.
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Fig. 1.8 Schematic relationship between corrosion science and corrosion engineering and the large number of
variables which can be operative when corrosion occurs

Figure 1.8 shows schematically the relationship between corrosion science and engineering in
addition to pointing out the many various factors which can be present in any given situation. The
large number of possible various environments in which metals are used plus the large number of
possible metals which can be used (with or without protective coatings) plus the large number of pos-
sible specific conditions of use generate a very large number of individual case studies. Corrosion
science aids corrosion engineering by providing connections between various case studies. In addi-
tion, the understanding of corrosion mechanisms can lead to possible new corrosion-resistant alloys,
better surface treatments, and improved corrosion control measures.

This text emphasizes the corrosion science approach but will also include extensions to practice.

Challenges for Today’s Corrosion Scientist

Based partly on the introductory material in this chapter and partly on more detail to follow in
subsequent chapters, several important timely challenges to the corrosion scientist can be listed.
These are the following:

1. The development of protective surface treatments and corrosion inhibitors to replace inorganic
chromates, which are environmentally objectionable.

2. An improved conservation of materials through the development of corrosion-resistant sur-
face alloys which confine alloying elements to the surface rather than employing conventional
bulk alloying. (Initial research strides have been made in this direction, as will be seen in
Chapter 16).

3. The formulation of a new generation of stainless steels containing replacements for chromium
and other critical metals.

4. An improved understanding of passivity so as to use our fundamental knowledge to guide the
development of alloys having improved corrosion resistance.

5. Understanding the mechanism of the breakdown of passive oxide films by chloride ions and
subsequent pitting of the underlying metal.
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6. The development of “smart” organic coatings which can detect a break in the coating and auto-
matically dispatch an organic molecule to the required site to both heal the coating and inhibit
corrosion.

7. The ability to predict the lifetime of metals and components from short-term experimental
corrosion data.

It is suggested that the reader refer back to these challenges as he or she proceeds through this
text. Perhaps the reader can provide additions to this list.

Problems

1. Examples of corrosion can be found in everyday life. Describe one example which you have seen.
Is this particular instance of corrosion primarily an example of wastage of materials, an economic
loss, or a safety issue? Or is this example a combination of some of these factors? Note: many
photographs of corrosion can be found on the Internet. If you are not familiar with an example of
corrosion, select one photograph from the Internet and then complete this problem.

2. Based on your everyday experience, name one method of corrosion protection which you have
observed in use.

3. Ordinary garbage cans are often constructed from galvanized steel (a coating of zinc on steel).
What direct costs and indirect costs of corrosion are involved if you need to replace such a garbage
can with a similar one because your old one is no longer useable due to severe corrosion?

4. Various studies on the annual cost of corrosion always conclude that corrosion amounts to 3–5%
of a nation’s Gross National Product, no matter in what year the study was undertaken. Does this
mean that corrosion science and engineering are not making any headway?

Note: Before answering this problem, ask yourself the following additional questions: (a) Can
you think of any industries which would not exist without the development of corrosion-resistant
alloys or corrosion control measures? (b) Are metals being required to perform in increasingly
severe environments? (Recall Fig. 1.2). (c) Would you like your automobile to have a longer
lifetime before its paint system fails and is overtaken by rusting?

5. Refer to Fig. 1.8 which illustrates the interdisciplinary nature of corrosion. What additional
formal disciplines of study would be useful in expanding our knowledge of corrosion?

6. Increasing the corrosion resistance of a metal part or structure so as to make the metal piece last
longer is one way to conserve the earth’s supply of metals. What other practices can be undertaken
to help stretch our natural supply of metals?
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Chapter 2
Getting Started on the Basics

Introduction

What is Corrosion?

Corrosion is the destructive attack of a metal by its reaction with the environment. A more scientific
definition of corrosion will be given later in this chapter, but the description just provided is a good
working one. As seen in Chapter 1, there are very many different specific environments which are
possible, depending upon how the particular metal is used. The most general case is that in which
the environment is a bulk aqueous solution. For atmospheric corrosion, the aqueous solution is a
condensed thin-layer rather than a bulk solution, but the overall principles are, for the most part, the
same.

Note that the word “corrosion” refers to the degradation of a metal by its environment. Other
materials such as plastics, concrete, wood, ceramics, and composite materials all undergo dete-
rioration when placed in some environment; but this text will deal with only the corrosion of
metals.

The word “rusting” applies to the corrosion of iron and plain carbon steel. Rust is a hydrated ferric
oxide which appears in the familiar color of red or dark brown. See Fig. 2.1. Thus, steel rusts (and
also corrodes), but the non-ferrous metals such as aluminum, copper, and zinc corrode (but do not
rust). The term “white rust” is often used to describe the powdery white corrosion product formed on
zinc. The “white rusting” of sheets of galvanized steel (zinc-coated steel) is a frequent problem if the
sheets are stacked and stored under conditions of high relative humidity. Condensation of moisture
between stacked sheets will often lead to “white rusting”.

Physical Processes of Degradation

Metals may undergo degradation by physical processes which occur in the absence of a chemical
environment. Physical degradation processes include the following:

Fracture – failure of a metal under an applied stress.
Fatigue – failure of a metal under an applied repeated cyclic stress.
Wear – rubbing or sliding of materials on each other.
Erosion or cavitation erosion – mechanical damage caused by the movement of a liquid or the

collapse of vapor bubbles against a metal surface.
Radiation damage – interaction of elementary particles (e.g., neutrons or metal ions) with a

solid metal so as to distort the metal lattice.

13E. McCafferty, Introduction to Corrosion Science, DOI 10.1007/978-1-4419-0455-3_2,
C© Springer Science+Business Media, LLC 2010
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Red rust

Waterline

Fig. 2.1 An example of red rust showing the corrosion of a ship near the waterline. Photograph courtesy of James R.
Martin, Naval Research Laboratory, Washington, DC

Environmentally Assisted Degradation Processes

Each of the physical degradation processes above can be assisted or aggravated in the pres-
ence of an aqueous environment. Thus, corresponding to each of the degradation processes listed
immediately above are environmentally assisted counterparts, as given in Table 2.1. In each case,
metal degradation is intensified by the conjoint action of the physical process and the chemical
environment.

Examples of each of these environmentally assisted processes are also given in Table 2.1, and
more detail is provided in Chapter 11.

Table 2.1 Physical degradation processes and their environmentally assisted counterparts

Environmentally assisted
process

Example of environmentally- assisted
process

Fracture Stress-corrosion cracking Stress-corrosion cracking of bridge
cables, of landing gear on aircraft

Fatigue Corrosion fatigue Vibrating structures, such as aircraft
wings, bridges, offshore platforms

Wear Fretting corrosion Ball bearings in chloride-contaminated oil
Cavitation erosion Cavitation corrosion Ship propellers, pumps, turbine blades,

fast fluid flow in pipes
Radiation damage Radiation corrosion Increased susceptibility of stainless steels

to dissolution or to stress-corrosion
cracking [1, 2]
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Electrochemical Reactions

Corrosion is an electrochemical process. That is, corrosion usually occurs not by direct chemical
reaction of a metal with its environment but rather through the operation of coupled electrochemical
half-cell reactions.

Half-Cell Reactions

A half-cell reaction is one in which electrons appear on one side or another of the reaction as written.
If electrons are products (right-hand side of the reaction), then the half-cell reaction is an

oxidation reaction.
If electrons are reactants (left-hand side of the reaction), then the half-cell reaction is a reduction

reaction.

Anodic Reactions

The loss of metal occurs as an anodic reaction. Examples are

Fe(s)→ Fe2+(aq)+ 2e− (1)

Al(s)→ Al3+(aq)+ 3e− (2)

2Cu(s)+ H2O(1)→ Cu2O(s)+ 2H+(aq)+ 2e− (3)

where the notations (s), (aq), and (l) refer to the solid, aqueous, and liquid phases, respectively. Each
of the above reactions in Eqs. (1), (2), and (3) is an anodic reaction because of the following:

(1) A given species undergoes oxidation, i.e., there is an increase in its oxidation number.
(2) There is a loss of electrons at the anodic site (electrons are produced by the reaction).

These ideas are illustrated schematically in Fig. 2.2.
The following reaction is also an anodic reaction:

Fe(CN)4−
6 (aq)→ Fe(CN)3−

6 (aq)+ e− (4)

Fe+2

Fe

Anodic reaction:      Fe Fe+2 +  2e–

Solution

e–

e–

Fig. 2.2 Example of an anodic reaction – the dissolution of iron
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The oxidation number of the Fe species on the left, i.e., in the ferrocyanate ion, is +2, and the
oxidation number of Fe in the ferricyanate ion on the right is +3. Thus, there is an increase in
oxidation number. In addition, electrons are produced in the electrochemical half-cell reaction, so
Eq. (4) is an anodic reaction. By the same reasoning the following is also an anodic reaction:

Cr3+(aq)+ 4H2O→ CrO2−
4 (aq)+ 8H+(aq)+ 3e− (5)

Although Eqs. (4) and (5) are anodic reactions, they are not corrosion reactions. There is a charge
transfer in each of the last two equations, but not a loss of metal. Thus, not all anodic reactions are
corrosion reactions. This observation allows the following scientific definition of corrosion:

Corrosion is the simultaneous transfer of mass and charge across a metal/solution interface.

Cathodic Reactions

In a cathodic reaction

(1) A given species undergoes reduction, i.e., there is a decrease in its oxidation number.
(2) There is a gain of electrons at the cathodic site (electrons are consumed by the reaction).

An example of a cathodic reaction is the reduction of two hydrogen ions at a surface to form one
molecule of hydrogen gas:

2H+(aq)+ 2e− → H2(g) (6)

This is the predominant cathodic reaction in acidic solutions. See Fig. 2.3 for a schematic
representation of this reduction reaction.

Fe

Cathodic reaction:   2 H+ +  2e– H2

Solution

e–

e–

H+

H+ H2

Fig. 2.3 Example of a cathodic reaction – hydrogen evolution on iron immersed in an acid solution

Another common cathodic reaction is the reduction of dissolved oxygen to hydroxyl ions, a
reduction reaction which occurs in neutral or basic solutions.

O2(g)+ 2H2O+ 4e− → 4OH−(aq) (7)
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Coupled Electrochemical Reactions

On a corroding metal surface, anodic and cathodic reactions occur in a coupled manner at different
places on the metal surface. See Fig. 2.4, which illustrates this behavior for an iron surface immersed
in an acidic aqueous environment. At certain sites on the iron surface, iron atoms pass into solution
as Fe2+ ions by Eq. (1). The two electrons produced by this anodic half-cell reaction are consumed
elsewhere on the surface to reduce two hydrogen ions to one H2 molecule.

Fe+2

e–

e–

Fe

At anodic sites:                   Fe Fe+2 +  2e–

At cathodic sites:   2 H+ +  2e– H2

Overall reaction:        Fe  + 2 H+ Fe+2  + H2

Solution

H+
H+ H2

Fig. 2.4 Coupled electrochemical reactions occurring at different sites on the same metal surface for iron in an acid
solution. The electrons lost by the oxidation of Fe atoms are consumed in the reduction of two H+ ions to form
hydrogen gas (H2)

The reason that two different electrochemical half-cell reactions can occur on the same metal
surface lies in the heterogeneous nature of a metal surface. Polycrystalline metal surfaces contain an
array of site energies due to the existence of various crystal faces (i.e., grains) and grain boundaries.
In addition, there can be other defects such as edges, steps, kink sites, screw dislocations, and point
defects. Moreover, there can be surface contaminants due to the presence of impurity metal atoms
or to the adsorption of ions from solution so as to change the surface energy of the underlying metal
atoms around the adsorbate. Some of these effects are illustrated in Fig. 2.5.

Adsorbed
ion from 
solution

Impurity atom

Grain boundaries

Kink

Step

Missing atom
(vacancy)

Screw
dislocation

Fig. 2.5 The heterogeneous nature of a metal surface showing various types of imperfections

Metal atoms at the highest energy sites are most likely to pass into solution. These high-energy
sites include atoms located at the edges and corners of crystal planes, for example. Stressed surfaces
also contain atoms that are reactive because they have a less stable crystalline environment. When a
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metal is cold worked or shaped, the metal lattice becomes strained, and atoms located in the strained
regions tend to go into solution more readily than do atoms in unstrained regions. Once the process of
metal dissolution process begins, a new energy distribution of sites is established. Then, the positions
of anodic and cathodic surface sites change randomly with time so that the overall effect is uniform
corrosion of the metal.

The overall chemical reaction is thus the sum of the two half-cell reactions. For the process shown
in Fig. 2.4:

At the local anodes

Fe(s)→ Fe2+(aq)+ 2e− (1)

At the local cathodes

2H+(aq)+ 2e− → H2(g) (6)

The overall reaction is the sum of these two half-cell reactions:

Fe(s)+ 2H+(aq)→ Fe2+(aq)+ H2(g) (8)

Figure 2.4 illustrates the four conditions which are necessary for corrosion to occur. These are the
following:

(1) An anodic reaction
(2) A cathodic reaction
(3) A metallic path of contact between anodic and cathodic sites
(4) The presence of an electrolyte

An electrolyte is a solution which contains dissolved ions capable of conducting a current. The
most common electrolyte is an aqueous solution, i.e., water containing dissolved ions; but other
liquids, such as liquid ammonia, can function as electrolytes.

Figure 2.6 illustrates the coupled electrochemical reactions for an iron surface immersed in a neu-
tral or a basic aqueous solution. Figure 2.7 schematically shows the continuation of these reactions
en route to the formation of hydrated ferric oxide (rust).

A Note About Atmospheric Corrosion

The need for the presence of an electrolyte as a condition for corrosion to occur is illustrated
by the phenomenon of atmospheric corrosion, i.e., the corrosion of metals in the natural outdoor
atmosphere. Vernon [3] observed that a critical relative humidity exists below which atmospheric
corrosion is negligible and above which corrosion occurs. Figure 2.8 shows Vernon’s results for iron
exposed to water vapor containing 0.01% SO2 [3]. It can be seen that the corrosion of iron occurs
above 60% relative humidity. (The critical relative humidity is typically 50–70% for most metals.)

The critical relative humidity is the condition where multimolecular layers of water vapor phys-
ically adsorb from the atmosphere onto the oxide-covered metal surface. (Physical adsorption
involves the accumulation of a gas or a liquid on a solid surface due to the secondary short-range
forces.) Oxide films on iron can contain various iron oxides, including Fe2O3. Figure 2.9 shows
adsorption isotherms for water on α-Fe2O3 [4], in which it is seen that two or more layers of adsorbed
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Fe+2

e–

e–

Fe

At anodic sites:                        2 [ Fe (s) Fe+2 (aq) +  2e–]

At cathodic sites:  O2 (g) + 2 H2O (l) + 4e– 4 OH
–

(aq)

Overall reaction: 2 Fe (s) + O2 (g) + 2 H2O (l) 2 Fe+2 (aq) + 4 OH–(aq)

Solution

Fe+2

O2 H2O

H2O
OH– OH–

OH– OH–

e–

e–

Fig. 2.6 Coupled electrochemical reactions occurring at different sites on the same metal surface for iron in a neutral
or a basic solution

(a)

2 Fe(OH)2(s) + (x–1) H2O (l) 2O3
. x H2O (s) + 2 H+ (aq) + 2e–

Fe+2(aq) + 2 OH–(aq) Fe(OH)2 (s)

Fe

Fe+2
OH–

Solution

Fe

Fe

SolutionSolution

Fe

Fe2O3
. x H2O

(b)

Fe

Fig. 2.7 The continuation of reactions initiated in Fig. 2.6. (a) The precipitation of ferrous hydroxide on the iron
surface. (b) The conversion of ferrous hydroxide to a hydrated ferric oxide

water are formed at relative humidities greater than 60%. Thus, the thin layer of electrolyte required
for atmospheric corrosion to occur is provided at or above this critical relative humidity.

Secondary Effects of Cathodic Reactions

Cathodic reactions do not involve the loss of the metal substrate and thus are not per se corrosion
reactions. However, cathodic reactions are very important for two reasons. First, as seen above, the
cathodic reaction is coupled to the anodic reaction so that impeding the cathodic reaction will also
impede the anodic reaction. Similarly, accelerating the cathodic reaction will also accelerate the
anodic reaction.
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Fig. 2.8 Corrosion of iron in air containing 0.01% SO2 after 55 days of exposure showing the effect of a critical
relative humidity (approximately 60%). Redrawn from Vernon [3] by permission of the Royal Society of Chemistry
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Fig. 2.9 Adsorption isotherms for water vapor on α-Fe2O3 [4] showing that multimolecular layers of adsorbed water
are formed at a relative humidity of 60% and higher

In addition, cathodic reactions may induce corrosion through secondary effects caused by the
products of the cathodic reaction. In stress-corrosion cracking (considered in Chapter 11), the nar-
row confines of the stress-corrosion crack limit the exchange of dissolved metal ions with the bulk
electrolyte, as shown in Fig. 2.10. Thus, metal cations, in this case Fe2+ ions, accumulate within the
stress-corrosion crack and are then hydrolyzed to form hydrogen ions:

Fe2+(aq)+ H2O(1)→ FeOH+(aq)+ H+(aq) (9)
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Limited exchange
of bulk and local 
electrolytes

Bulk
solution

Crack
electrolyte

Fe (s)           Fe+2 (aq) + 2e–

Fe+2 (aq) + H2O (l)           FeOH+ (aq) + H+ (aq)

H

H

Fe

Crack tip

Hadsorbed                Habsorbed

H+ (aq) + e– Hadsorbed

Fig. 2.10 Crack tip reactions can produce hydrogen atoms available for migration into the metal at stressed regions
ahead of the crack tip

The local environment within the crack tip becomes acidified due to the production of hydrogen
ions. As discussed earlier, in acidic solutions, the major cathodic reaction is the reduction of hydro-
gen ions. Thus, hydrogen ions produced within the crack can be reduced to form hydrogen atoms
which adsorb on the metal surface:

H+(aq)+ e− → H(adsorbed) (10)

Some of these hydrogen atoms then migrate into the stressed region ahead of the crack tip (rather
than combining to form hydrogen gas). The presence of hydrogen atoms in stressed areas promotes
the growth of the stress-corrosion crack by the process of hydrogen embrittlement, as discussed in
Chapter 11.

In neutral or basic solutions, the major cathodic reaction is the reduction of dissolved oxygen,
as given by Eq. (7). Note that hydroxyl ions are produced by this cathodic reaction. In a thin-layer
electrolyte, such as that which exists in atmospheric corrosion, the continued production of OH– ions
and their accumulation will cause an increase in the pH of the thin layer of solution. (See Problem
2.12 at the end of this chapter.) If the pH increases, i.e., the solution becomes more alkaline, then
the corrosion behavior of the underlying substrate can be altered. Aluminum, for example, has a low
corrosion rate at pH 7, but the corrosion rate increases dramatically with increasing pH, as shown in
Fig. 2.11 [5].

Three Simple Properties of Solutions

The pH is a measure of the acidity (or alkalinity) of a solution and is defined as

pH = −log[H+] = log
1

[H+]
(11)

where [H+] is the concentration of hydrogen ions in solution. Neutral solutions have a pH value
of 7.0, while acid solutions have pH values less than 7.0 and alkaline (basic) solutions have pH
values greater than 7.0. Most solutions have pH values between 0 and 14, but lower and higher
values are possible. (For example, the pH of 12 M HCl is –1.1.)
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Fig. 2.11 Aluminum has high corrosion rates for both acidic (low pH) and basic (high pH) solutions [5]. Reproduced
by permission of ECS – The Electrochemical Society

The concentration of hydrogen ions and of hydroxyl ions (OH–) in aqueous solutions are related
by the following equation:

Kw = [H+][OH−] = 1.0× 10−14 (12)

where Kw is called the ionization constant for water.
When an ionic solid (acid, base, or salt) dissociates into ions in solution:

AxBy(s) � xAy+(aq)+ yBx−(aq) (13)

the solubility product Ksp is defined by

Ksp = [Ay+]× [Bx−]y (14)

where [Ay+] and [Bx–] are the concentrations of the dissolved ions. If the ion product [Ay+]x [Bx–]y

exceeds the tabulated value of Ksp, then precipitation of solid AxBy occurs. Otherwise, precipitation
does not occur.

Example 2.1: The corrosion of aluminum produces Al3+ ions in solution. Write an expression for
the solubility product of aluminum hydroxide. If the concentration of Al3+ ions in solution is 1.0 ×
10–6 M, will aluminum hydroxide precipitate at pH 9.0? The tabulated value for Ksp for aluminum
hydroxide is 1.3 × 10–33.

Solution: The equilibrium between Al(OH)3 and its ions is

Al(OH)3(s) � Al3+(aq)+ 3OH−(aq)

and Ksp is given by

Ksp = [Al3+][OH−]3
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where [Al3+] and [OH–] are the concentrations in moles per liter of Al3+ and OH–, respectively.
At pH 9.0

9.0 = −log[H+]

or [H+] = 1.0 × 10–9 M. The concentration of OH– is then obtained from the following equation:

(1.0× 10−9)[OH−] = 1.0× 10−14

or [OH–] = 1.0 × 10–5. Then

[Al3+][OH−]3 = (1.0× 10−6)(1.0× 10−5)3 = 1.0× 10−21

This product is much greater than Ksp for aluminum hydroxide so that Al(OH)3 is precipitated under
the conditions given.

The Faraday and Faraday’s Law

As stated earlier, the process of corrosion involves simultaneous charge transfer and mass transfer
across the metal/solution interface.

The unit of charge is the coulomb, which is the product of the current and its time of passage. The
unit of mass is, of course, the gram, which can be obtained from the number of equivalents of metal
lost and the equivalent weight of the metal.

The link between charge transfer and mass transfer is the Faraday (F):

F ≡ 96, 500 C

equivalent

Faraday’s law states that the mass (w) of metal corroded is given by

W = I t A

n F
(15)

where I is the current in amperes, t is the time in seconds, A is the atomic weight of the metal,
and n is the number of equivalents transferred per mole of metal. For example, n = 2 for the anodic
reaction

Fe(s)→ Fe2+(aq)+ 2e−

whereas n = 3 for

Al(s)→ Al3+(aq)+ 3e−

The various simple concepts associated with Faraday’s law are assembled for convenience in
Table 2.2. It should be noted that all Faraday’s law problems can be worked through by using simple
units analysis.
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Table 2.2 Useful information regarding Faraday’s law

Current in amperes= charge in coulombs

time in seconds

There are
96, 500 C

equivalent
.

For the anodic half-cell rection M→ Mn+, there are
n equivalents

mole M
.

Example 2.2: Plain carbon steel immersed in seawater has a uniform corrosion rate expressed as a
penetration rate of 5.0 mpy (mils per year, where 1 mil= 0.001 in.). The density of iron is 7.87 g/cm3.
The atomic weight of Fe is 55.8 g/mol.

(a) Calculate the weight loss after 1 year.
(b) Calculate the corresponding corrosion current density in microamperes per square centimeter

assuming that the corrosion current is given by

Fe −→ Fe2+ + 2e−

Solution: (a) The weight loss is given by

(
5.0 mils

year

)(
0.001 in

mil

)(
2.54 cm

in.

)(
7.87g

cm3

)
= 0.10 g

cm2 year

(b) The corrosion current density is:

(
0.10 g

cm2 year

)(
1 year

356 days

)(
1 day

24 h

)(
1h

3600 s

)(
1 mol

55.8 g

)(
2 equiv

mol

)(
96,500 C

equiv

)
=
(

1.10 × 10−5

s cm2

)

or

(
1.10 × 10−5 A

cm2

)(
1 × 106μA

A

)
= 11 μA

cm2

Units for Corrosion Rates

Common units for the corrosion current density include microamperes per square centimeter, mil-
liamperes per square centimeter, and amperes per square meter. Various units have been used when
the mass loss is the experimentally observed variable. These include grams per square centimeter per
day and mdd (milligrams per square decimeter per day). Sometimes the corrosion rate is given as a
uniform penetration rate. Units include ipy (inches per year), inches per month, and mpy (mils per
year, where 1 mil = 0.001 in.). The units millimeters per year and micrometers per year have also
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Table 2.3 Relative severity of corrosion rates

Corresponding corrosion current density from
Faraday’s law (in μA/cm2)Relative

corrosion
resistance

Corrosion
rate (mils per
year, mpy) Aluminuma Ironb Leadc

Outstanding < 1 2.3 2.2 0.85
Excellent 1–5 2.3–12 2.2–11 0.8–4.3
Good 5–20 12–47 11–43 4.2–17
Fair 20–50 47–180 43–109 17–42
Poor 50–200 180–470 109–430 42–170
Unacceptable > 200 > 470 > 430 > 170

aAl→ Al3+ + 3e−
bFe→ Fe2+ + 2e−
cPb→ Pb2+ + 2e−

been used. Collections of corrosion rate data are available for various metals and alloys in different
environments [6–10].

A compilation of corrosion rate data by NACE International [6] provides a qualitative ranking
of the severity of corrosion rates in terms of the units mils per year. See Table 2.3, which also lists
corresponding electrochemical corrosion rates in microamperes per square centimeter calculated
from Faraday’s law for aluminum (a light metal), iron (a transition metal), and lead (a heavy metal).
The electrochemical corrosion rate depends, of course, on the atomic weight of the metal and the
oxidation state of the metal ion, but in general, corrosion rates greater than about 100 μA/cm2 are
considered unacceptable.

Rigorous metric units, such as nanometers per second, have not held wide appeal to corrosion
scientists or engineers.

Uniform vs. Localized Corrosion

There are two major types of corrosion: uniform corrosion and localized corrosion.
Uniform corrosion and three forms of localized corrosion are illustrated schematically in
Fig. 2.12.

In uniform corrosion, the metal is attacked more or less evenly over its entire surface. No portions
of the metal surface are attacked more preferentially than others, and the metal piece is thinned away
by the process of corrosion until the piece eventually fails. Examples include the corrosion of zinc in
hydrochloric acid and the atmospheric corrosion of iron or steel in aggressive outdoor environments.
In these cases, localized anodes and cathodes exist and operate as discussed earlier. However, the
positions of these localized anodes and cathodes change with time and “dance” all over the metal
surface so that the overall effect is that the metal is attacked uniformly. Figure 2.13 shows an example
of uniform corrosion.

In localized corrosion, local anodes and cathodes also exist, but their positions become fixed
so that corrosion proceeds on established portions of the metal surface. An example of localized
corrosion is seen in Fig. 2.14, which shows that corrosion is limited to certain fixed locations on
the metal surface. The three most prevalent forms of localized corrosion are (i) pitting, (ii) crevice
corrosion, and (iii) stress-corrosion cracking. In pitting, the metal is attacked at certain fixed sites
on the metal surface where the otherwise protective oxide film breaks down locally, usually due
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uniform

corrosion

Oxide film

geometrical crevice

Oxide film

loss in
metal thickness}

crevice
corrosion

Fig. 2.12 Schematic representation of uniform corrosion (top) and three different forms of localized corrosion

Fig. 2.13 The uniform corrosion of zinc after immersion in hydrochloric acid

to the action of chloride ions. In crevice corrosion, the metal within narrow clearances undergoes
localized attack. In stress-corrosion cracking, the combined action of an applied stress and a chemical
environment causes the initiation and propagation of cracks in the metal.
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13 inches

Fig. 2.14 An example of localized corrosion, showing a hole in an automobile muffler caused by the combined action
of hot exhaust gases, condensed moisture, and road spray consisting of water and de-icing salts. For an example of
localized corrosion on a much finer scale, see Fig. 10.43

Each of these three forms of localized corrosion shares the common feature that there is a geomet-
rical constraint on the system. In the case of pitting corrosion, the geometrical constraint is the cap
of corrosion products above the propagating pit. For crevice corrosion and stress-corrosion crack-
ing, the geometrical constraints are the narrow dimensions of the crevice or the crack itself. More
thorough discussions of these three types of localized corrosion are given in Chapters 10 and 11.

The Eight Forms of Corrosion

Fontana and Greene [11] have conveniently classified the various types of corrosion into eight forms.
The eight forms of corrosion are as follows:

(1) Uniform attack (or general corrosion)
(2) Crevice corrosion
(3) Pitting
(4) Stress-corrosion cracking
(5) Galvanic corrosion (two metal corrosion)
(6) Intergranular corrosion
(7) Selective leaching (dealloying)
(8) Erosion corrosion

We have already mentioned four of these forms in the previous section of this chapter. More
details on uniform corrosion are given in Chapters 6, 7, and 8, crevice corrosion and pitting are
discussed further in Chapter 10, and stress-corrosion cracking is considered in Chapter 11.

Galvanic corrosion occurs when two metals are in mechanical or electrical contact. In a corrosive
environment, one of the metals acts as an anode and undergoes corrosion, while the second metal acts
as a cathode and remains unattacked. Galvanic corrosion is discussed in more detail in Chapter 5.

Intergranular corrosion is the pronounced localized attack that occurs in narrow regions at or
immediately adjacent to grain boundaries of an alloy. Type 304 stainless steel (which contains 18%
Cr and 8% Ni as well as small amounts of carbon) is subject to intergranular corrosion if the stainless
steel is heated to the temperature range of 425–790◦C (and then cooled). The stainless steel is said
to be sensitized and is susceptible to intergranular corrosion. During sensitization, carbon diffuses to
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Cr-depleted zone
(< 12% Cr)
(subject to attack)
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(18% Cr)
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Fig. 2.15 Schematic representation of sensitized stainless steel. After Myers [12]. Chromium-depleted zones adjacent
to grain boundaries are susceptible to intergranular corrosion

the grain boundaries where it combines with chromium to form chromium carbide precipitates (such
as Cr23C6). This process depletes chromium from the areas in and adjacent to the grain boundaries so
that these regions locally contain less than the 12% Cr required for a stainless steel. Thus, localized
corrosion occurs in certain aqueous environments in the form of intergranular corrosion, as depicted
in Fig. 2.15.

Selective leaching or dealloying is the preferential removal of one element from a solid alloy by
corrosion. Examples include the preferential removal of zinc from copper zinc alloys (dezincifica-
tion) and the preferential removal of iron from gray cast iron (graphitic corrosion) [11]. (Gray cast
iron contains carbon in the form of graphite.)

Erosion–corrosion is caused by the mechanical action provided by the movement of a corrosive
liquid against the metal surface. This form of corrosion is discussed further in Chapter 11.

Problems

1. Are the following degradation processes strictly physical processes or do they also involve an
environmentally assisted component?

(a) The cleaning of a metal piece by sandblasting.
(b) Damage to the interior of a pipeline used to transport an abrasive slurry of coal.
(c) The deterioration of steel reinforcing bars in concrete bridges.
(d) The fracture of an artificial hip constructed of an alloy of cobalt and chromium when in

service in the human body.

2. When pure zinc undergoes corrosion in aerated hydrochloric acid, what is the anodic half-cell
reaction? Which cathodic half-cell reactions are possible? What is the overall reaction in each
case?

3. Type 430 stainless steel is an alloy of iron and chromium. Suppose that this alloy is used in
flowing seawater (pH 8.0) which contains dissolved oxygen. Write the possible anodic half-cell
reactions. What is the cathodic half-cell reaction?

4. The corrosion of copper in water occurs by the reaction

2Cu(s)+ O2(g)+ 2H2O(1)→ 2Cu2+(aq)+ 4OH−(aq)

(a) Separate this overall reaction into its two half-cell reactions.
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(b) If the concentration of dissolved Cu2+ ions is 0.001 M and the pH is 9.0, would the
following reaction occur?

Cu2+(aq)+ 2OH−(aq)→ Cu(OH)2(s)

The solubility product for Cu(OH)2 is Ksp = 2.2 × 10–20.
(c) When the reaction in (b) is at equilibrium, what is the effect of decreasing the pH on the

precipitation reaction? (HINT: recall Le Châtelier’s principle.)

5. (a) Derive an expression to convert the corrosion rate in grams per square decimeter per day to
the corrosion rate in mils per year (1 mil = 0.001 in). The correct expression will contain the
density of the metal. (b) Then derive a second expression to convert the corrosion rate in mils
per year to the corrosion rate in millimeters per year.

6. The weight loss of an aluminum alloy corroding in a solution of hydrochloric acid was observed
to be 0.250 g/cm2 after an 8 h immersion period [13]. What is the corresponding anodic current
density in milliamperes per square centimeter, assuming that all the corrosion is due to the
following anodic half-cell reaction:

Al→ Al3+ + 3e−

The atomic weight of Al is 26.98 g/mol.
7. In a short-term laboratory test, the corrosion rate of nickel in boiling 10% phosphoric acid was

observed to be 154 mils/year [14] (1 mil = 0.001 in.). The density of nickel is 8.90 g/cm3 and
its atomic weight is 58.7 g/mol.

(a) What is the mass loss per square centimeter after a 1 h immersion period?
(b) What is the corrosion current density in milliamperes per square centimeter?

8. Electronic materials corrode in the presence of condensed water vapor and atmospheric pol-
lutants. The corrosion rate of gold was measured to be 435 mg/m2 day in an environment
consisting of 95% relative humidity and SO2 and NO2 pollutants [15]. The atomic weight of
gold is 197.0 g/mol and its density is 19.3 g/cm3.

(a) What is the corresponding corrosion current density in amperes per square meter for the
following anodic reaction:

Au→ Au3+ + 3e−

(b) What is the penetration rate in millimeter per year?
(c) Based on the penetration rate calculated above, how long will it take to corrode through a

gold film which is 0.5 mm in thickness?

9. A warehouse is to be constructed in an industrial city near the seacoast. The roof of the ware-
house is to be built of sheets of galvanized steel (an outer coating of zinc on an underlying steel
substrate). The outdoor atmosphere near the warehouse contains SO2 gas and airborne salt par-
ticles. When water vapor condenses on the roof, a thin layer of an electrolyte which contains
mixed SO4

2– and Cl– will form. The roof will corrode by the reaction

Zn→ Zn2+ + 2e−
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Suppose that you have made a chemical analysis of condensed electrolytes in this geograph-
ical region and can simulate the condensate with a bulk electrolyte having the appropriate
concentrations of SO4

2– and Cl–. In your laboratory you measure the steady-state corrosion
rate of Zn in this electrolyte to be 0.50 μA/cm2. Galvanized roofs are expected to last 20
years before they are replaced. What is the minimum thickness in mils of zinc coating that is
required for this roof to last 20 years? The atomic weight of Zn is 65.4 g/mol, and its density is
7.14 g/cm3.

10. If metallic iron in an aqueous solution corrodes at the rate of one atomic layer per
second, what is the corrosion current density in milliamperes per square centimeter
corresponding to:

Fe→ Fe2+ + 2e−

The radius of an iron atom is 0.124 nm.
11. If zirconium and hafnium each separately have the same corrosion current density in a given

corrosive environment, which of the two metals will suffer the greater weight loss? Explain or
show why. Assume that

Zr→ Ze4+ + 4e−

Hf→ Hf4+ + 4e−

12. In the atmospheric corrosion of aluminum, suppose that the cathodic reduction of oxygen

O2 + 2H2O+ 4e− → 4OH−

occurs for a period of 48 h at a current density of 25 μA/cm2 in a thin electrolyte film which is
165 μm in thickness [16]. What is the resulting pH in this thin layer of electrolyte if the total
electrode area is 2.0 cm2? If the initial pH was 7.0, would you expect the final pH to cause a
change in the corrosion rate? Answer this question by referring to Fig. 2.11.

13. Walk around your campus or drive around your town or locality and identify three instances of
corrosion. Describe what you see. Is each individual instance an example of uniform corrosion
or of localized corrosion?

14. The occurrence of anodic and cathodic sites on the same surface can be demonstrated by the
following experiment [17]. In a small petri dish containing a 3% NaCl solution, immerse a plain
iron nail which has been thoroughly cleaned with abrasive paper just prior to its immersion.
Add 5 ml of 5% potassium ferricyanide solution and 1 ml of a 1% phenolphthalein solution
in alcohol. When anodic areas develop on the nail, they will appear as a blue color. The blue
color reveals the presence of ferrous ions. Cathodic areas which produce hydroxyl ions, as per
Eq. (7), will give a red color in the presence of the acid–base indicator phenolphthalein.

(a) On what part of the nail do the anodic areas appear? Explain why they appear at that
location.

(b) Suppose that the nail is bent in half before immersion. Would the bent part of the nail
produce anodic or cathodic regions? Explain your answer.
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Chapter 3
Charged Interfaces

Introduction

Interfaces form at the physical boundary between two phases, such as between a solid and a liquid
(S/L), a liquid and its vapor (L/V), or a solid and a vapor (S/V). There can also be interfaces between
two different solids (S1/S2) or between two immiscible liquids (L1/L2). This chapter will consider
two special interfaces, the solution/air interface and the metal/solution interface. A brief discus-
sion of the solution/air interface is useful in pointing out some general properties of interfaces. The
metal/solution interface is, of course, of paramount interest to the study of corrosion.

This chapter shows how a potential difference originates across a metal/solution interface and
discusses the concept of the electrode potential for use in subsequent chapters.

Electrolytes

The Interior of an Electrolyte

An electrolyte is a solution which contains dissolved ions capable of conducting a current. The
interior of an electrolyte may consist of a variety of charged and uncharged species.

Consider an aqueous solution which contains the following species:

(1) H2O molecules
(2) Na+ ions
(3) Cl− ions
(4) Organic molecules (which may be present as impurities, biological entities, or may be

intentionally added as a corrosion inhibitor).

In a single water molecule, the angle between the two O–H bonds is 105◦, and the oxygen atom
is more electronegative than the hydrogen atom, so the oxygen end of the molecule contains a partial
negative charge. Thus, the water molecule is a dipole, as represented by the vector shown in Fig.
3.1(a). In the interior of liquid water, water molecules are oriented randomly in all directions at any
given time, as shown diagrammatically in Fig. 3.1(b). Thus, there is no net electrical field in the
interior of liquid water.

In a sodium chloride solution, the electrolyte contains an equal concentration of Na+ ions and
Cl− ions. In any volume element of solution, there is an equal number of positive and negative ions,
and these ions are randomly distributed, as shown in Fig. 3.2. Moreover, these ions are in constant
motion migrating through the solution in a random walk. Thus, there is no net charge within any
volume element of solution due to the existence of dissolved ions.

33E. McCafferty, Introduction to Corrosion Science, DOI 10.1007/978-1-4419-0455-3_3,
C© Springer Science+Business Media, LLC 2010
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(b)
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Fig. 3.1 (a) The water dipole. (b) In the bulk, liquid water consists of an array of randomly oriented dipoles, so the
net charge is zero

Spaces between ions are occupied by water 
molecules, but as shown previously, the net 
charge due to H2O dipoles is zero.

Na+

Cl–

Cl–

Cl–

Cl–

Na+Na+

Na+

etc.

etc.

Cl–

Na+

In any volume element, there is an equal number
of positive and negative charges, so that the net 
charge due to the presence of ions is zero.

Fig. 3.2 A volume element of sodium chloride solution showing the distribution of ions

This statement needs to be examined more carefully by considering the character of water
molecules in ionic solutions. Water molecules in the immediate vicinity of positive or negative
ions are attracted toward the charge on the ion. The charge on the ion orients these nearest water
molecules with the appropriate end of the dipole pointing toward the ion, as shown in Fig. 3.3. Due
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Cl–

(b)

Na+

(a)

Fig. 3.3 Primary waters of hydration for (a) Na+ ion, (b) Cl− anion. Primary hydration numbers are from Bockris
and Reddy [1]

to these ion−dipole forces, a certain number of water molecules become attracted to the central
ion. Such water molecules are called primary waters of hydration, and their number usually varies
from 1 to 5, depending on the specific ion. Located just outside the primary sheath of oriented water
molecules is a secondary region of partially ordered water molecules, called secondary waters of
hydration, which balance the localized oriented charge which has developed in the primary water
sheath. Thus, the overall effect of ionic hydration is that there is no net charge due to ionic hydra-
tion. It can easily be shown that the number of water molecules located in primary water sheaths is
a very small percentage of the total number of water molecules in solution. See Problem 3.1 at the
end of this chapter.

Outside the region of hydration, the “spaces” between dissolved ions are occupied by bulk water
molecules, but we have already established above that there is no net charge for a random distribution
of water dipoles. The same situation exists in the bulk of an aqueous solution, so there is no net charge
in the interior of an electrolyte due to the existence of water dipoles.

Organic molecules dissolved in solution usually contain functional groups, such as –COOH,
which assist in their solubility. Proteins, for instance, contain both –COOH and –NH groups.
Suppose that the molecule CH3(CH2)10COOH (dodecanoic acid) is contained in solution. Decanoic
acid is a weak acid, so in aqueous solution, not all molecules completely ionize, but a certain fraction
of the dissolved molecules dissociate into hexanoate ions and protons:

CH3 (CH2)10 COOH(aq) � CH3(CH2)10COO−(aq)+ H+

The ions produced by this dissociation are free to migrate throughout the solution, and they dis-
tribute themselves in a random fashion so that the dissolved organic molecule does not impart any
localized charge to the interior of the electrolyte.

Interfaces

Encountering an Interface

Eventually an aqueous solution must terminate in a boundary with another phase. This common
boundary is called an interface. In an aqueous solution contained in a laboratory beaker or a test
cell, one interface is with the vapor phase above the solution, i.e., the solution/air interface. Even
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enormous volumes of solution terminate in interfaces. For example, the ocean, which is 35,840 ft
(10,924 m) at its deepest level, forms an interface with air at its uppermost level.

The natural world is composed of a variety of interfaces. These include liquid/vapor, liquid/liquid,
solid/liquid, solid/vapor, and solid/solid interfaces. The interface of major interest to us is the
metal/solution interface. This interface will be treated in more detail after solution/air interfaces
are first considered.

The Solution/Air Interface

The properties of a surface region are different than the properties of the bulk. In the bulk of a
solution, each ion or molecule is surrounded in all directions by other ions or molecules so that
their time-averaged arrangement is the same throughout the interior of the solution. At the surface,
however, ions or molecules do not have neighbors distributed in all directions. Figure 3.4 illustrates
the situation for a water/air interface. Water molecules exist in the vapor part of the interface due to
the vapor pressure of liquid water, but the concentration of these gaseous water molecules is much
less than the concentration of water molecules in the liquid. Thus, there is an imbalance of forces for
molecules located in the surface region. This unbalance results in a net force inward into the liquid,
and this net inward force is the origin of the surface tension of the liquid.

H2O

H2O

H2O
H2O H2O

H2O H2O H2O H2O H2O
H2O

H2O
H2O

H2O

H2O H2O H2O

Air

Water

Weak attractive forces

Net attractive force
inward

Fig. 3.4 Water molecules at the water/air interface and the origin of surface tension

A similar situation exists for aqueous solutions. With a sodium chloride solution, for example,
there is a complete absence of Na+ or Cl−ions in the vapor-phase component of the interface. Thus,
water molecules near the surface interact not only with interior water molecules in the bulk solution
but also with interior Na+ and Cl− ions. The net result is that the surface tension of sodium chloride
solutions and other strong electrolytes increases slightly with the concentration of the dissolved
salt [2].

Because surface ions and molecules experience different chemical neighborhoods than those
located in the bulk, there can be a tendency for certain species in solution to preferentially accu-
mulate (i.e., adsorb) near the interface. Such “surface-active” species serve to reduce the surface
tension of the solution, as shown in Fig. 3.5. (For a liquid, the surface tension is identical to the
surface free energy. The concept of free energy is discussed further in Chapter 4.) There is no exper-
imental evidence to suggest that either Na+ or Cl− ions are surface active. However, certain organic
molecules such as carboxylic acids, amines, and alcohols are indeed surface active.

Figure 3.6 illustrates the random orientation for CH3(CH2)10COOH molecules dissolved in the
bulk of the solution. The zigzag portion of the molecules represents the non-polar hydrocarbon tail.
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Fig. 3.5 Reduction in the surface tension of a solution by a dissolved surface-active agent (schematic)
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Fig. 3.6 Orientation of CH3(CH2)10COOH molecules at the solution/air interface and the formation of an electrical
double layer

At the surface, however, the −COO− polar head group is hydrophilic and is located in the aqueous
side of the interface. The non-polar hydrocarbon tail extends outward into the gaseous phase. These
surface-active molecules form an oriented layer one molecule in thickness (a monolayer).

It can be seen that an oriented monolayer of a carboxylic acid at an interface, as shown schemati-
cally in Fig. 3.6, produces an accumulation of negative charges at the aqueous side of the solution/air
surface. This array of negative charges is balanced in solution by nearby positive H+ counterions,
and the effect is to establish an electrical double layer at the solution/air interface.

The Metal/Solution Interface

Immersion of a metal into a solution creates another type of interface, the metal/solution interface.
This interface is much more complicated than the solution/air interface for several reasons.
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First, the metal is a conductor of electricity. By connecting external leads to the metal (without
immersing these leads into the aqueous solution) and then connecting the metal under study to an
external device, we can supply electrons to the metal side of the metal/solution interface, or we can
extract electrons from the metal side of the interface. Thus, the metal side of the interface can be
charged negatively or positively, respectively.

Second, chloride ions (and other inorganic anions) which are not surface active at solution/air
interfaces are adsorbed at metal/solution interfaces.

Third, the water molecule itself is adsorbed at metal/solution interfaces. Moreover, the water
molecule being a dipole is oriented at the interface, as shown in Fig. 3.7.

+
+
+

+

O
H

H

Metal Solution

O
H

H

–

–

–
–

Metal Solution

–

Fig. 3.7 The orientation of water molecules at a metal/solution interface. Top: the “flop-down” orientation of the
water dipole. Bottom: the “flip-up” orientation [3]

Fourth, the metal/solution interface is not always a stable one. If the metal corrodes, then the
interface is neither chemically nor geometrically stable. Under freely corroding conditions, the metal
surface supports both local anodic and local cathodic processes, as discussed in Chapter 2. Under
these conditions, the metal/solution interface is a hubbub of activity.

Metal Ions in Two Different Chemical Environments

Metals contain closely packed atoms which have strong overlap of electrons between one another. A
solid metal therefore does not possess individual well-defined electron energy levels as are found in
a single atom of the same material. Instead a vast number of molecular orbitals exist which extend
throughout the entire metal, and there is a continuum of energy levels. The electrons can move freely
within these molecular orbitals, and so each electron becomes delocalized from its parent atom. The
situation is sometimes described as an array of positive ions in a Fermi sea of electrons, as depicted
in Fig. 3.8.

The process of corrosion may be thought of as the transfer of a positive ion from the metal lattice
into solution. In the metal lattice, the positive ion is stabilized by the Fermi sea of electrons. In
solution, the positive ion is stabilized by its water of hydration. This idea is illustrated schematically
in Fig. 3.9. To effect this transfer, however, the positive ion must pass outward through the electrical
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Fig. 3.8 Schematic illustration of valence electrons for 1 Mg atom, 4 Mg atoms, and the Fermi sea of delocalized
electrons for solid magnesium metal
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Fig. 3.9 Stability of a Mg2+ ion in two different environments

double layer which exists at the metal/solution interface. Anions, such as Cl−, which can assist this
process, must travel from the solution and enter the electrical double layer to interact with the metal
surface.

The Electrical Double Layer

The electrical double layer is an array of charged species which exist at the metal/solution interface.
The metal side of the interface can be charged positively or negatively by withdrawing or providing
electrons, as seen in Chapter 2. The charge on the metal side of the interface is balanced by a
distribution of ions at the solution side of the interface. Our view of the electrical double layer
has evolved through the development of various models, as discussed below.
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The Gouy−Chapman Model of the Electrical Double Layer

Figure 3.10 shows a metal having a positive charge, which is partially balanced in solution by a
diffuse layer of negative ions. In this diffuse layer (called the diffuse part of the double layer), ions
are in thermal motion, but there is an overall increase in the concentration of negative ions within
this layer so as to partly balance the positive charge on the metal side of the interface. This view of
the electrical double layer is called the Gouy−Chapman model.
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Fig. 3.10 The Gouy−Chapman model of the electrical double layer at a metal/solution interface

The Electrostatic Potential and Potential Difference

As seen in Fig. 3.10, there is a net charge within the diffuse part of the electrical double layer.
This is in marked contrast to the interior of the solution, which, as shown earlier, does not exhibit a
net charge. This difference in local chemical environments leads to the concept of the electrostatic
potential.

The electrostatic potential (at some point) is the work required to move a small positive unit
charge from infinity to the point in question. This is a thought experiment for which

(1) the positive test charge is small enough not to perturb the existing electrical field;
(2) the work involved is independent of the path taken.

The potential difference (between two points) is the work required to move a small unit positive
charge between the two points, as shown in Fig. 3.11. The potential difference, PD, between A and
B is given by

PDBA = φB − φA (1)

where φB and φA are the electrostatic potentials at points B and A, respectively. The potential
difference, PD, has the units of joules per coulomb, or volts.

In Fig. 3.10, suppose that a unit positive test charge travels from some point A in the interior of
the electrolyte, which is neutral in charge, to some point B within the diffuse double layer, where
there is a net charge. There is a potential difference between the two points, and it is the electrical
double layer which gives rise to this potential difference.
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Fig. 3.11 A positive unit test charge and the definition of a potential difference

The Stern Model of the Electrical Double Layer

The Stern model takes into account adsorption of anions or cations at the metal surface.
Figure 3.12 shows the case for the adsorption of anions. The distance of closest approach of the ion is
its radius, and the plane through the center of these adsorbed ions is called the Helmholtz plane. The
excess charge at the metal surface is balanced in part by ions located in a Gouy−Chapman diffuse
double layer, which exists outside the Helmholtz plane.

A typical potential difference across the Helmholtz plane is of the order of 1 V. The thickness
of the Helmholtz layer is about 10 Å (1 Å = 10−8 cm). This amounts to a field strength of 1 ×
107 V/cm. This is a very high field strength and is, of course, the consequence of having a localized
charge confined within the narrow region of the interface.
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Fig. 3.12 The Stern model of the electrical double layer at a metal/solution interface
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The Bockris−Devanathan−Müller Model of the Electrical Double Layer

The Bockris−Devanathan−Müller model is the most recent and most rigorous model of the elec-
trical double layer [4]. This model of the electrical double layer retains all the features of the Stern
model and in addition embraces two important considerations.

First, this model takes into account the adsorption of water molecules at the metal/solution inter-
face. For a positive charge on the metal side of the interface, water molecules are oriented with the
negative ends of their dipoles toward the metal surface, as shown in Fig. 3.13. This model recognizes
that water molecules and ions in solution compete for sites on the metal surface. The adsorption of
the chloride ion, for example, may be considered a replacement reaction in which Cl− ions replace
water molecules adsorbed at the metal/solution interface. The plane through the center of these
adsorbed ions is called the inner Helmholtz plane in this model.
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diffuse layer

Metal

Fig. 3.13 The Bockris−Devanathan−Müller model of the electrical double layer at a metal/solution interface [4]

The second added feature of this model is that the charge introduced by the adsorption of anions
at the metal surface is balanced in part by counterions of the opposite charge. These counterions are
not adsorbed on the metal surface, but exist in solution, and have associated with them their waters
of hydration. The plane through the center of these counter ions is called the outer Helmholtz plane.

According to the Bockris−Devanathan−Müller model, water molecules adsorbed at the
metal/solution interface have a dielectric constant of 6, and water molecules in the outer Helmholtz
plane have a dielectric constant of 30−40. The dielectric constant of water molecules outside the
diffuse double layer and in the bulk is the usual value of 78.
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Significance of the Electrical Double Layer to Corrosion

The significance of the electrical double layer (edl) to corrosion is that the edl is the origin of the
potential difference across an interface and accordingly of the electrode potential (to be discussed
in the next section). Changes in the electrode potential can produce changes in the rate of anodic
(or cathodic) processes, as will be seen in Chapter 7. Emerging (corroding) metal cations must pass
across the edl outward into solution, and solution species (e.g., anions) which participate in the
corrosion process must enter the edl from solution in order to attack the metal.

Thus, the properties of the edl control the corrosion process. The edl on a corroding metal can be
modeled by a capacitance in parallel with a resistance, as shown in Fig. 3.14. In the simple equivalent
circuit shown in Fig. 3.14, the double layer capacitance Cdl ensues because the edl at a metal surface
is similar to a parallel plate capacitor. The Faradaic resistance RP in parallel with this capacitance
represents the resistance to charge transfer across the edl. The quantity RP is inversely proportional
to the specific rate constant for the half-cell reaction. The term RS is the ohmic resistance of the
solution.

Cdl

RP

RS

Metal Solution

Fig. 3.14 Simple equivalent circuit model of the electrical double layer. Cdl is the double layer capacitance, RP is the
resistance to charge transfer across the edl, and RS is the ohmic resistance of the solution

Example 3.1: The double layer capacitance of freely corroding iron in 6 M HCl has been measured
to be 34 μF/cm2 [5]. If the thickness of the entire double layer is 100 Å, what is the average value
of the dielectric constant within the electrical double layer?

Solution: The formula for the capacitance C of a parallel plate condenser is

C = εA

d

where ε is the dielectric constant, A is the area of the plates, and d is the distance between plates.
Thus

Cdl= ε

d

where Cdl is the double layer capacitance per unit area. The farad is the SI (System Internationale)
unit of capacitance, but in the cgs (centimeter−gram−second) system of units, the capacitance must
be expressed in statfarads, there being 1.113 × 10−12 F/statF. Thus
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(
34× 10−6F

cm2

)(
1 stat F

1.113 × 10−12 farads

)
= ε(

100Å
) ( 1.00×10−8 cm

Å

)

The result is ε = 31. Note that this value for the dielectric constant lies between the value 6 for
oriented water dipoles adsorbed on the metal surface and lying in the inner Helmholtz plane and the
value of 78 for bulk water.

Electrode Potentials

The Potential Difference Across a Metal/Solution Interface

An earlier section discussed the concept of the electrostatic potential (at a fixed point) in terms of
a thought experiment. Recall that the electrostatic potential is the work required to move a small
positive unit charge from infinity to the point in question. The potential difference (between two
points) was also discussed. What happens if we attempt to measure the potential difference across
a metal/solution interface in the laboratory? The idea of conceptually moving a test positive unit
charge across the metal/solution interface is not of much practical help to us in the laboratory.

We quickly realize that in order to measure the potential difference across the metal/solution
interface of interest, we must create additional interfaces [3]. These new interfaces are necessary in
order to connect the metal/solution interface of interest to the potential-measuring device so as to
complete the electrical circuit. See Fig. 3.15. The metal of interest is designated as M. A second
metal which forms a second metal/solution interface is a reference metal, designated by “ref.” The
required properties of this new interface will be given later. The metal M1 connects the metals M and
“ref” to the potential-measuring device. S and S′ are two points in solution, just outside the electrical
double layers on M and “ref”, respectively.

M ref

V

M1
M1

solution

S S′

Fig. 3.15 In order to measure the potential difference across the metal/solution interface of interest (M/S), an
additional interface must be created using a reference metal “ref” [3]

Consider a point located in solution just outside the electrical double layer on the metal of interest
(M). The electrostatic potential has some value φs. For a second point just inside the interior of the
metal M, the electrostatic potential has a value φM. Accordingly, as one moves inward across the
M/S interface, the electrostatic potential will change from value φs to φM. Let us continue in a
closed path across all interfaces writing the changes in electrostatic potential as we proceed. The
sum total of changes in electrostatic potential must be zero by Kirchhoff’s law. That is [3]

(φS − φM)+ (φM − φM1)+ V + (φM1 − φref)+
(
φref − φ′s

)+ (φ′s − φs
) = 0 (2)
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As shown earlier, there is no net charge in the interior of solution, so that φS = φS ′ . Also, by Eq.
(1), (φM − φs) = PDMS = PDM/S, where the notation M/S refers to the interface formed between
metal M and solution S. Then, Eq. (2) can be rewritten as

PDS/M + PDM/M1 + V + PDM1/ref + PDref/S = 0 (3)

Thus

V = −PDS/M − PDM/M1 − PDM1/ref − PDref/S (4)

The terms PDM/M1 and PDref/M1 are small and can be neglected. These two terms PDM/M1 and
PDref/M1 can also be removed by extending the metals M and “ref” up to the potential-measuring
device. In addition, PDS/M = − PDM/S. Thus, Eq. (4) becomes

V = PDM/S−PDref/S (5)

Relative Electrode Potentials

The potential difference across a metal/solution interface is commonly referred to as an electrode
potential. Equation (5) clearly shows that it is impossible to measure the absolute electrode potential,
but instead we measure the relative electrode potential in terms of a second interface. That is, we
measure the electrode potential vs. a standard reference electrode.

The hydrogen electrode is universally accepted as the primary standard against which all electrode
potentials are compared. For the reversible half-cell reaction

2H+ (aq)+2e− � H2(g) (6)

In the special case

2H+(aq, a = 1)+ 2e− � H2(g, P = 1 atm) (7)

the half-cell potential is arbitrarily defined as E◦ = 0.000 V. The superscript means that all species
are in their standard states, which is unit activity for ions and 1 atm pressure for gases. For dilute
solutions or solutions of moderate concentration (approximately 1 M or less), the activity can be
approximated by the concentration of the solution.

What Eq. (5) means in terms of the discussion given in the previous section is that PDref/S is
defined to be zero for a standard hydrogen electrode which satisfies the conditions in Eq. (7). A
standard hydrogen electrode (SHE) is shown schematically in Fig. 3.16.

Thus, by measuring electrode potentials relative to the standard hydrogen electrode, a series of
standard electrode potentials can be developed for metals immersed in their own ions at unit activity.
See Fig. 3.17. Note that strictly speaking, the term “relative standard electrode potentials” should be
used; but the word “relative” is understood and is usually dropped.
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Fig. 3.16 A standard hydrogen reference electrode (SHE)

Activity 
H+ = 1

E

Platinized Pt

H2 H2

Activity 
M+n = 1

Metal M
Glass
frit

Fig. 3.17 Experimental determination of a standard electrode potential for some metal M using a standard hydrogen
reference electrode

The Electromotive Force Series

An ordered listing of the standard half-cell potentials is called the electromotive force (emf) series.
See Table 3.1 [6]. Note that all of the half-cell reactions are written from left to right as reduction
reactions. This practice follows the Stockholm Convention of 1953 but is a source of some annoyance
to corrosion scientists, who are primarily interested in the reverse (i.e., oxidation) reaction. (Different
compilations [7−9] of standard electrode potentials may list slightly different values for some half-
cell reactions, but these variations are usually of the order of millivolts and should not be considered
to be significant.)

Notice that the sign of the standard electrode potential in Table 3.1 ranges from positive to neg-
ative values, passing through the value 0.000 which is defined as such for the hydrogen reduction
reaction. The most positive potential listed in Table 3.1 is for

Au3+ + 3e− � Au E◦ = +1.498 V
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Table 3.1 Standard electrode
potentials at 25◦C [6] Reaction E0(V vs. SHE)

Au3+ + 3e− → Au +1.498 Noble
Pt2+ + 2e− → Pt +1.18 −→Pd2+ + 2e− → Pd +0.951
Hg2+ + 2e− → Hg +0.851
Ag+ + e− → Au +0.800
Cu+ + e→ Cu +0.521
Cu2+ + 2e− → Cu +0.342
2H+ + 2e− → H2 0.000
Pb2+ + 2e− → Pb −0.126
Sn2+ + 2e− → Sn −0.138
Mo3+ + 3e− → Mo −0.200
Ni2+ + 2e− → Ni −0.257
Co2+ + 2e− → Co −0.28
Cd2+ + 2e− → Cd −0.403
Fe2+ + 2e− → Fe −0.447
Ga3+ + 3e− → Ga −0.549
Ta3+ + 3e− → Ta −0.6
Cr3+ + 3e− → Cr −0.744
Zn2+ + 2e− → Zn −0.762
Nb3+ + 3e− → Nb −1.100
Mn2+ + 2e− → Mn −1.185
Zr4+ + 4e− → Ze −1.45
Hf4+ + 4e− → Hf −1.55
Ti2+ + 2e− → Ti −1.630
Al3+ + 3e− → Al −1.662
U3+ + 3e− → U −1.798
Be2+ + 2e− → Be −1.847
Mg2+ + 2e− → Mg −2.372
Na+ + e− → Na −2.71
Ca2+ + 2e− → Ca −2.868 −→

K+ + e− → K −2.931
Li+ + e− → Li −3.040 Active

One of the most negative standard electrode potential in Table 3.1 is for

K+ + e− � K Eo = −2.931 V

From our common sense knowledge of the chemical world, we know that metallic gold oxidizes
with difficulty. This is the basis for the use of gold as a monetary standard and for jewelry and
artwork. Thus, the forward (reduction) reaction is favored, and the backward (oxidation) reaction
is not favored. Similarly, we know from experience that potassium is a very reactive metal and in
fact must be stored under kerosene to keep it from reacting with water vapor in the atmosphere. In
this case, the forward (reduction) reaction is not favored, and the backward (oxidation) reaction is
favored.

The spontaneity of electrochemical reactions will be taken up more quantitatively in Chapter 4
and 5. However, for the present it can be appreciated that metals located near the top (positive end)
of the emf series are more chemically stable than metals located near the bottom (negative end) of
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the series. Said simply, metals near the top of the emf series are less prone to corrosion. But the
following limitations must be recognized:

(1) The emf series applies to pure metals in their own ions at unit activity.
(2) The relative ranking of metals in the emf series is not necessarily the same (and is usually not

the same) in other media (such as seawater, groundwater, sulfuric acid, artificial perspiration).
(3) The emf series applies to pure metals only and not to metallic alloys.
(4) The relative ranking of metals in the emf series gives corrosion tendencies (subject to the

restrictions immediately above) but provides no information on corrosion rates.

Metals located near the positive end of the emf series are referred to as “noble” metals, while
metals near the negative end of the emf scale are called “active” metals.

The electrode potential for a half-cell reaction for a metal immersed in a solution of its ions
at some concentration other than unit activity is related to its standard electrode potential (at unit
activity) by the Nernst equation. See Chapter 4.

It should be noted that in some older texts and data compilations, standard electrode potentials
are written for half-cell oxidation reactions, and the signs for E◦ listed in Table 3.1 are then reversed.

Reference Electrodes for the Laboratory and the Field

Although the standard hydrogen electrode (depicted in Fig. 3.16) is the reference electrode against
which electrode potentials are defined; this reference electrode is not commonly used in the labo-
ratory. The hydrogen electrode is somewhat inconvenient to use as it requires a constant external
source of hydrogen gas. (Hoare and Schuldiner [10] have developed a more compact hydrogen ref-
erence electrode which employs hydrogen gas discharged in a palladium wire, but this reference
electrode has not found much use in corrosion studies.)

Instead of using the standard hydrogen electrode, other reference electrodes are commonly used
in the laboratory. The saturated calomel electrode (SCE) has long been used, especially in chloride

Hg
2
Cl

2
(calomel)

Saturated KCl

Porous

glass

KCl crystals

Hg

Fig. 3.18 A saturated calomel reference electrode
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solutions. Its construction is shown in Fig. 3.18, and its half-cell reaction is

Hg2Cl2(s)+ 2e− � 2Hg(s)+ 2Cl−(aq, sat,d)

The electrode potential under these conditions at 25◦C is E = + 0.242 V.
Another reference electrode in wide use in the laboratory (usually in chloride solutions) is the

silver−silver chloride reference electrode, and its half-cell reaction is

AgCl(s)+ e− � Ag(s)+ Cl−(aq)

In its most common form, the silver−silver chloride electrode consists of a solid AgCl coating
on a silver wire immersed in a solution of 4 M KCl plus saturated AgCl, as shown schematically in
Fig. 3.19. The electrode potential under these conditions at 25◦C is E = + 0.222 V.

Porous
glass

Chloridized Ag
(AgCl coating on Ag)

4 M KCl plus
saturated AgCl

Fig. 3.19 A silver/silver chloride reference electrode

Peterson and Groover [11] have developed a silver−silver chloride reference electrode for use
in natural seawater. The electrode consists of a solid mass of AgCl in contact with an Ag wire and

Outer spiral

retainer 

of Ag gauze

Ag rod

Solid AgCl

(solidified from 

molten AgCl)

~1 cm

Fig. 3.20 The Peterson−Groover silver/silver chloride reference electrode for use in natural seawater [11]
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held in place with an outer retainer of silver gauze. The electrode itself contains no aqueous fill-
ing solution but is immersed directly into the ocean, which then provides the source of the Cl− ion
(approximately 0.6 M Cl−). See Fig. 3.20. This electrode maintains a steady half-cell potential which
can be then calibrated vs. the standard silver−silver chloride electrode. The Peterson−Groover ref-
erence electrode has been used with much success in measuring the electrode potentials of test
specimens in seawater and in various marine applications, such as measuring the electrode poten-
tials at various locations around the hull of a ship. In the latter application, the Peterson−Groover
reference electrode may be delivered to the desired location at the end of a fishing line.

There are various other reference electrodes which are used in various aqueous solutions. For
example, the mercury−mercurous sulfate electrode is used in sulfate solutions to avoid contami-
nation by Cl−, and the mercury−mercuric oxide electrode is used in alkaline solutions. For more
details, specialized texts on experimental electrochemistry should be consulted [12]. Values for the
half-cell potentials of several reference electrodes are given in Table 3.2 [13, 14].

Table 3.2 Electrode potentials of various reference electrodes [13, 14]

Reference electrode Potential (V vs. SHE) Conversion to SHE

Standard hydrogen electrode 0.000 −
Saturated calomel + 0.242 E vs. SCE = E vs.

SHE − 0.242
Silver/silver chloride
(saturated)

+ 0.222 E vs. Ag/AgCl = E
vs. SHE − 0.222

Peterson−Groover silver/silver
chloride (in seawater)

+ 0.248 E vs. Ag/AgCl (in
seawater) = E vs.
SHE − 0.248

Copper/copper sulfate
(saturated)

+ 0.316 E vs. Cu/CuSO4 =
E vs. SHE − 0.316

Mercury/mercurous sulfate + 0.615 E vs. Hg/Hg2SO4 = E vs.
SHE − 0.615

The copper−copper sulfate reference electrode is used commonly in the field to measure the
potential of buried structures such as pipelines or tanks. The construction of this reference electrode
is shown in Fig. 3.21. A porous wooden plug provides the electrolyte path between the reference

CuSO4
.5 H2O

Saturated CuSO4

Copper

Porous wooden plug
threaded into place

Fig. 3.21 The copper/copper sulfate reference electrode for use in soils
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E

High impedance 
electrometer

Cu/CuSO 4 reference
electrode in moist earth

Insulated lead

Underground pipe

Fig. 3.22 Measurement of the electrode potential of a buried pipe using a copper/copper sulfate reference [15]

electrode and the moist soil. This reference electrode is used more for its rugged and simple nature
than for its high precision. Figure 3.22 gives a schematic diagram showing the measurement of the
potential of an underground pipe [15].

Example 3.2: An electrode potential was measured to be −0.500 V vs. Cu/CuSO4. What is this
electrode potential on the SCE scale?

Solution: From Table 3.2

E vs. SCE = E vs. SHE− 0.242

Also

E vs. Cu/CuSO4 = E vs. SHE− 0.316

Subtracting the second of these equations from the first gives

(E vs. SCE)− (E vs. Cu/CuSO4
) = −0.242+ 0.316 = +0.074

Thus

(E vs. SCE)− (−0.500) = 0.074

or

(E vs. SCE) = −0.426V
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S.H.E. S.C.E. Ag/AgCl Cu/CuSO4
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Fig. 3.23 A graphical aid for conversion between reference electrode scales

Using the information in Table 3.2, graphs may be constructed for converting the elec-
trode potential on one reference scale into an electrode potential on another scale, as in
Fig. 3.23.

All reference electrodes whether they are used in the laboratory or in the field have the same
common features. These are the following: (i) the half-cell potential must be constant, (ii) the half-
cell potential should not change with the passage of a small current through the reference electrode,
and (iii) the half-cell potential must not drift with time. These three conditions are met if there is an
excess of both reactants and products in the half-cell reaction.

It should be noted that the use of any reference electrode introduces a liquid junction potential at
the liquid/liquid interface between the test solution and the filling solution of the reference electrode.
Such liquid junction potentials are caused by differences in ion types or concentrations across a liq-
uid/liquid interface. The liquid junction potential can be minimized by the proper choice of reference
electrode, i.e., use of a saturated calomel electrode in chloride solutions. Liquid junction potentials
are usually small (of the order of 30 mV) [12] and are included in the measurement of electrode
potentials.

Measurement of Electrode Potentials

Electrode potentials are usually measured with an instrument called an electrometer, which has a
high input impedance. The input impedance can be as high as 1014 � so that for a potential drop
of 1 V across the electrical double layer, an extremely small current of 10−14 amp will flow in the
measuring circuit. This current is too small to interfere with the electrode reactions occurring at the
metal/solution interface or to change the electrode potential of the reference electrode. Thus, the
electrode potential of the metal under study will not be altered during the measurement.
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Fig. 3.24 A simple cell for measuring electrode potentials in the laboratory

Figure 3.24 shows an experimental arrangement for the measurement of an electrode potential
using a saturated calomel reference electrode. The reference electrode is in essence brought up
near the surface of the metal of interest by means of a Luggin−Haber capillary, which contains
the same solution as in the test cell. This arrangement allows measurement of the electrode poten-
tial near the metal surface rather than at some point in the bulk of the solution. Barnartt used such
a capillary which was 0.2 mm in outside diameter and about 0.1 mm in inside diameter, with the
capillary placed several millimeters from the electrode surface [16]. If the Luggin−Haber capil-
lary is located too close to the sample surface, there is a danger that the electrode surface will be
shielded.

The IR drop in the aqueous solution contained between metal surface and the reference electrode
is usually small for most electrolytes of practical interest.

Before the advent of the electrometer, electrode potentials were measured by null methods, such
as the use of a potentiometer, but such techniques are only of passing interest now.

Problems

1. Calculate the percentage of water molecules in a 0.10 M NaCl solution which are tied up as
primary waters of hydration, given the following information. The primary hydration number
for the Na+ ion is 4 and for the Cl− ion is 1 [1]. The density of 0.10 M NaCl is 1.0431 g/ml, and
the molecular weight of NaCl is 58.45 g/mol.

2. If adsorbed chloride ions occupy the inner Helmholtz layer of the electrical double layer, what
is the field strength in V/cm across the inner Helmholtz plane (IHP) when the potential drop
across the entire double layer is 0.50 V? Assume that 90% of the potential drop is across the
IHP. Also assume that the IHP is located at the center of the adsorbed Cl− ions. The radius of
the Cl− ion is 1.81 Å.

3. (a) Calculate the double layer capacitance for the Helmholtz layer on a metal if the dielectric
constant within the Helmholtz layer is 10 and the thickness of the Helmholtz layer is 15 Å.
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(b) Calculate the double layer capacitance for a Gouy−Chapman layer of dielectric constant 50
and thickness 100 Å. (c) Use the Stern model of the double layer to calculate the total double
layer capacitance, assuming that the inner Helmholtz layer and the Gouy−Chapman layer have
capacitances in series.

4. In the arrangement shown below, two different metals M1 and M2 are short-circuited by an
external connection. Show that PDM1/S = PDM2/S. Also write an expression to give V in terms
of the quantity PDref/S. Hint: Apply Kirchhoff’s law to each of the three cycles a, b, and c shown
in the figure. For simplicity, assume that the potential difference across M1 and its external
connecting wire can be neglected. Make the same assumption for M2 and for “ref” and their
respective connecting wires. Also assume that the potential difference between two different
points in solution is negligible.

5. A thin platinum wire immersed directly into solution is sometimes used as a “quasi-reference
electrode” [11]. Advantages of using this electrode are its simplicity and elimination of the need
of a Luggin−Haber capillary. (a) What are some disadvantages? (b) What do you think about
using an immersed zinc wire as a reference electrode?

M1 M2
ref

V

a b

b

c

c
c

c

c

Solution

a

c

6. The standard electrode potential for tin

Sn2+ (aq)+ 2e− � Sn(s)

is −0.138 V vs. the standard hydrogen electrode (SHE). What is the value of this standard
electrode potential vs. the following:

(a) the saturated calomel reference electrode?
(b) the Ag/AgCl (saturated) reference electrode?
(c) the Cu/CuSO4 (saturated) reference electrode?

7. The operation of a reliable conventional standard reference electrode in the laboratory usually
does not present problems. However, it is often desirable to measure the electrode potential of
a metal in an outdoor natural environment over an extended period of time (months to years).
What types of natural environments might cause problems in the operation of a reference elec-
trode over a long period of time (so as to require modifications to the reference electrode design).
Explain how these problems arise.

8. One of the following statements is not true. Which one statement is it?
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(a) Zinc and chromium have similar standard potentials in the emf series. Thus, these two
metals are certain to have similar electrode potentials in seawater.

(b) Standard electrode potentials are reduction potentials.
(c) The liquid junction potential for a solution of 0.1 M HCl separated by porous diaphragm

from a solution of 0.1 M NaCl is less than the liquid junction potential between 0.1 M HCl
and 0.1 M Na2SO4.

9. Only one of the following statements is true. Which one statement is it?

(a) The standard electrode potential for copper immersed in unit activity Ni2+ ions is the aver-
age of the standard electrode potential for nickel immersed in unit activity Ni2+ and copper
immersed in unit activity Cu2+.

(b) Use of a Luggin−Haber capillary can reduce the IR drop between a metal electrode under
study and the reference electrode.

(c) Any two metals in the same Group (i.e., column) of the Period Table will have standard
electrode potentials having the same sign.

10. The following laboratory data were taken for iron in 6 M HCl with and without a straight-chain
organic amine added as a corrosion inhibitor:

Concentration of
inhibitor (M) Cdl (μF/cm2)

Corrosion rate
(μA/cm2)

0 33 2,000
8 × 10−4 22 1,400
2 × 10−3 17 1,000
2 × 10−2 8 200

Comment on the possibility of measuring the double layer capacitance of a test coupon as a
corrosion rate monitor in a steel tank storing waste HCl with an added amount of the inhibitor
to reduce corrosion of the storage tank walls.

11. Organic amines as in Problem 3.10 reduce the corrosion rate by adsorption at the metal/solution
interface (as is discussed in Chapter 12). Why is there a corresponding decrease in the double
layer capacitance? Hint: Consider the effect of the organic molecule on the dielectric constant
within the edl and on the thickness of the edl.

12. Sketch a figure of the Bockris−Devanathan−Müller model of the edl when the charge on the
metal side of the interface is negative instead of positive, as was the case in Fig. 3.13.
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Chapter 4
A Brief Review of Thermodynamics

Introduction

This chapter will review briefly the principles of thermodynamics needed to consider corrosion from
a thermodynamic point of view. In particular we are working toward the treatment of galvanic corro-
sion and the construction and analysis of Pourbaix diagrams. As will be seen in Chapter 6, Pourbaix
diagrams are useful diagrams to summarize concisely the corrosion behavior of a given metal.

Thermodynamic State Functions

A state function is one whose properties depend only on the present state of the system and not
on the path taken to get there. (By the “state” in thermodynamics we mean having a certain set
of descriptors, rather than the specific physical state of the system). There are five common state
functions: (i) the internal energy E, (ii) the entropy S, (iii) the enthalpy H, (iv) the Helmholtz free
energy A, and (v) the Gibbs free energy G.

Internal Energy

The internal energy E of a system is the total energy contained within the system. The internal energy
includes contributions from both kinetic energy and potential energy sources. These include trans-
lational, rotational, and vibrational motion of atoms. Forces within an atom, such as the attraction
of an electron to the positively charged nucleus, as well as intermolecular forces between molecules
(such as van der Waals forces) are included. The internal energy also includes gravitational forces,
magnetic forces, and electrical forces.

The fact that E is a state function means that when the system changes from some condition
(condition 1) to another condition (condition 2), the change in internal energy is given by

�E = E2 − E1 (1)

Because both E2 and E1are state functions, their change (E2 – E1) does not depend on the path
taken between 1 and 2. An analogy is provided in Fig. 4.1. The potential energy difference between
the elevation of the second floor of a building and the first floor of that building depends only on the
heights of the two floors and not on whether a person climbed the stairs to the second floor from the
first or rode the elevator.

57E. McCafferty, Introduction to Corrosion Science, DOI 10.1007/978-1-4419-0455-3_4,
C© Springer Science+Business Media, LLC 2010
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An aging corrosion scientist
decides to take the elevator.

Level 1

An energetic young
corrosion scientist
climbs the stairs.

Corrosion Lab

Level 2

ΔE

Fig. 4.1 The difference in potential energy between the second and first floors of a building depends only on the
heights of the two floors and not on the path taken to reach the second floor

System

–w

–q

work done by system

heat lost by systemheat gained by system

work done on system

+ w

+ q

Fig. 4.2 The heat q and work w associated with a thermodynamic system

The first law of thermodynamics states that for small changes in internal energy

dE = q+ w (2)

where q is the heat absorbed by the system and w is the work done on the system. The signs of both
q and w are important and are illustrated in Fig. 4.2. It is important to note that while the internal
energy E is a state function, the quantities q and w are not. Heat and work are not contained in a
system but are observed when a system changes from one state to another.

Entropy

The entropy S is defined by

dS = q

T
(3)
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where T is the Kelvin temperature (degrees centigrade plus 273.1◦C). The entropy S is also a state
function and has the properties that

(1) �S = S2 − S1
(2) dS = 0 for a reversible system
(3) dS > 0 for an irreversible system

The entropy is a measure of the disorder of a system, with the entropy increasing for an irre-
versible system. This observation is the basis for the familiar statement that the entropy of the
universe is increasing.

Enthalpy

The enthalpy H is defined by

H = E + PV (4)

where P and V are the pressure and the volume of gases involved. The change in enthalpy �H
between two states measures the heat of a reaction at constant pressure. That is, at constant pressure,
the heat qp (the subscript indicates constant pressure) is given by

qp = �H (5)

Corrosion reactions usually occur under the conditions of a constant pressure (i.e., atmospheric
pressure).

Helmholtz and Gibbs Free Energies

The Helmholtz free energy A is defined by

A = E − TS (6)

and the Gibbs free energy G by

G = H − TS (7)

Both A and G are state functions. Their significance is as follows:
At constant temperature T and volume V, the system is at equilibrium when dA = 0.
At constant temperature T and pressure P, the system is at equilibrium when dG = 0.
Most corrosion reactions occur at constant temperature and pressure so that the Gibbs free energy

G is the appropriate measure of equilibrium for corrosion scientists and engineers. At constant
temperature and pressure, Eq. (7) gives

�G = �H − T�S (8)

where �G, �H, and �S are the changes in Gibbs free energy, enthalpy, and entropy, respectively,
when the system undergoes a change from one state to another.
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Free Energy and Spontaneity

The notions of reversibility, equilibrium, and spontaneity are related. A reaction is reversible if it
can proceed in either direction. A reaction is at equilibrium if the rate of the forward reaction is the
same as the rate of the reverse reaction. A reaction is spontaneous if it proceeds in a given direction
without any external influence.

For the dissolution of iron in acids at room temperature, as considered in Chapter 2, the overall
reaction

Fe(s)+ 2H+(aq)→ Fe2+(aq)+ H2(g)

is spontaneous at 25◦C because it proceeds as written above if a piece of iron is immersed in a
hydrochloric acid solution. In addition, the reaction reaches an equilibrium in which the anodic
half-cell reaction

Fe(s)→ Fe2+(aq)+ 2e−

proceeds at the same rate as the cathodic half-cell reaction

2H+(aq)+ 2e− → H2(g)

However, the overall reaction is not reversible because we cannot treat a ferrous salt with
hydrogen gas at 25◦C and produce solid iron.

Solid iron can be produced by the reduction of Fe2O3 under special conditions and in a process
which requires an intensive energy input. The reduction of iron ore (Fe2O3) at elevated temperatures
over 1000◦C and in the presence of carbon (as coke) and CaCO3 (limestone) is the basis for the
production of iron from iron ore. Another way of viewing corrosion, then, is that corrosion is the
thermodynamic process by which metals revert to their natural form as ores. See Fig. 4.3.

The change in Gibbs free energy �G is a powerful indicator of spontaneity. Figure 4.4 illustrates
the behavior of the change in Gibbs free energy �G for the case of equilibrium, spontaneous, and
non-spontaneous reactions. A chemical reaction (or a coupled electrochemical reaction):

(Spontaneous at 
ordinary temperatures)

C, CaCO3

(Not spontaneous
at ordinary temperatures,
requires temperatures
> 1000 oC)

Iron ore
Fe2O3

Exposure to the 
environment

O2, H2O
Rust

Hydrated
Fe2O3

–H2O

Iron

Steel

Steel plant refinement

Fig. 4.3 A thermodynamic cycle for Fe2O3
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Equilibrium

ΔG = G(products) – G(reactants) = 0 

Extent of reaction

Extent of reaction

G

Spontaneous reaction

ΔG < 0

Extent of reaction

G

Non–spontaneous reaction

ΔG > 0
G

ΔG

ΔG

Fig. 4.4 The change in Gibbs free energy �G for the case of equilibrium, spontaneous, and non-spontaneous reactions

(1) is at equilibrium if the free energy change �G is zero,
(2) proceeds spontaneously if �G is negative,
(3) is not spontaneous if �G is positive.

Relationships Between Thermodynamic Functions

From Eqs. (4) and (7)

G = H − TS = (E + PV)− TS (9)

Taking differentials

dG = dE + P dV + V dP− T dS− S dT (10)
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Use of Eq. (2) gives

dG = q+ w+ P dV + V dP− T dS− S dT (11)

From Eq. (3), q = T dS, and also w = −P dV (the minus sign is needed for work done on the
system). Then Eq. (11) becomes

dG = T dS− P dV + P dV + V dP− T dS− S dT (12)

or

dG = V dP− S dT (13)

Equation (13) applies to a closed system, i.e., one in which there is no mass transfer in or out of
the system. Suppose that an ideal gas is present. Then PV = RT, where R is the ideal gas constant.
(See Table 4.1.) Then, substitution for V = RT/P in Eq. (13) gives

dG = RT

P
dP− SdT (14)

At constant temperature T

dG = RT

P
dP (15)

The free energy change in going from a standard state (denoted by the superscript zero) to any
new state is given by

G∫
Go

dG = RT

P∫
Po

d lnP (16)

Integrating gives

G− Go = RT ln(PlPo) (17)

But the pressure in the standard state is 1 atm (see Chapter 3). Then Eq. (17) becomes

G = Go + RT ln P (18)

Table 4.1 Units for the ideal gas constant R and some additional conversion factors

R

0.082058 L atm mole-1K-1 P is in atm
62.364 L torr mole-1K-1 P is in torr
8.314 J mole-1K-1 P is in Pa, V is in m3

1.987 cal mole-1K-1 P is in Pa, V is in m3

1 cal = 4.184 joules (J).
1 J = 1 V C = 1 N m.
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The Chemical Potential and Standard States

The total energy of a system can be changed by

(1) thermal energy +q or −q
(2) work +w or −w
(3) by adding or subtracting various chemical substances to the system.

If the above third possibility occurs and the system contains ni moles of various species i, then
Eq. (13) must be extended to

dG = VdP – SdT +�
i

μidni (19)

where μi is the chemical potential of species i defined as

μi =
(

∂G

∂ni

)
T , P, nj

≡ Gi (20)

That is, the chemical potential is the change in Gibbs free energy with respect to a change in the
chemical composition of a given chemical species, at constant temperature T, constant pressure P,
and constant composition of the other chemical species which are present. The chemical potential is
also called the partial molar Gibbs free energy and is also given the symbol Gi.

More About the Chemical Potential

For a system containing i components, Eq. (18) becomes

μi = μo
i + RT ln Pi (21)

For solids and liquids, Eq. (21) is written as

μi = μo
i + RT ln ai (22)

where ai is the activity of the ith species and

(1) for solids, a = 1.
(2) for liquid H2O, a = 1.
(3) for other liquids and for ions, the activity a is usually replaced by concentration C. This is a

valid approximation for dilute solutions.
(4) for gases, the activity a is replaced by pressure P.

Consider a chemical reaction

v1A1 + v2A2 + · · · .→ v1
′B1 + v2

′B2 + · · · (23)

where ν1 refers to the number of moles of reactant A1, ν2 refers to the number of moles of reactant
A2, etc., and the primes and B′s have similar meanings for the products. When all the reactants and
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products are in their standard states, then the standard free energy change �Go is given by

�Go = v ′1μo(B1)+ v ′2μo(B2)+ · · ·−[v1μ
o(A1)+ [v2μ

o(A2)+ · · · ] (24)

or in short-hand form

�Go = �
i

viμ
o
i (products)−�

i
viμ

o
i (rectants) (25)

Tables exist for values of μo for various chemical species [1−4]. The standard chemical potential
is also called the standard free energy of formation �Gf

o and is listed as such in some tables.
The standard chemical potential μo (i.e., the standard free energy of formation, �Gf

o) is zero for
pure elements.

Also, μo (H+ (aq))= 0. This is a consequence of defining Eo = 0.000 V for the standard hydrogen
electrode. See Problem 4.1 at the end of this chapter.

A Note About Units for �Go or �G

Materials scientists and chemists have traditionally expressed values of �Go in units of calories per
mole or kilocalories per mole (kcal/mol). (One calorie is the energy required to raise the temperature
of one gram of water by 1◦C). However, in SI (System Internationale) units, the proper measure of
energy is the joule. (One joule is defined as one volt coulomb). There are 4.184 J/cal.

Either system of units may be used. Pourbaix’s classic atlas of corrosion thermodynamic data [1]
gives values for the chemical potential μo in terms of calories per mole. More recent compilations
of thermodynamic data give values of μo (or �Gf

o) in terms of kilojoules per mole (kJ/mol).

Example 4.1: Is the following reaction spontaneous at 25◦C when each of the reactants and products
are in their standard states:

Zn(s)+ 2H2O(I)→ Zn(OH)2(s)+ H2(g)

given the following thermodynamic data for 25◦C [1]: μo(Zn(OH)2)(s)) = −75,164 cal/mol;
μo(H2O (l)) = −56,690 cal/mol.

Solution: The standard free energy change for the reaction above is given by

�Go = [μo(Zn(OH)2(s)) + μo(H2(g))]− [μo(Zn(s))+ 2μo(H2O(l))]

The chemical potential of a pure element is zero so that μo(Zn (s)) = 0 and also μo(H2 (g)) = 0.
Thus

�Go = [−75,164+ (0)]cal− [(0)+ 2(−56,690)]cal

�Go = −75,164 cal+ 113,380 cal
�Go = +38,126 cal

The sign of �Go is positive so that the reaction is not spontaneous and the immersion of zinc into
water under standard conditions does not produce hydrogen gas.
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The Free Energy and Electrode Potentials

It was shown in the previous chapter that an electrode potential exits across the metal/solution
interface, as seen schematically in Fig. 4.5.

= equiv
 mole 

coul
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ne–

ne–
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M+n

M+n

M+n
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M

M
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   =   joules
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G
o

 = – n F E
o

Distance from
metal surface

Eo vs.
reference
electrode

( ( () ) )

Fig. 4.5 The free energy change for an electrochemical process

The free energy change for an electrochemical process when all the reactants and products are in
their standard states is given by

�Go = −nFEo (26)

where n is the number of electrons transferred, F is the Faraday, and Eo is the electrode poten-
tial. Figure 4.5 also shows that the units resulting from the term nFE are in joules (or calories),
as required. The negative sign in Eq. (26) is required to make spontaneous electrochemical reac-
tions have a negative value of �G, as is required. In the convention employed here, the number of
electrons transferred (n) is always positive. The Faraday F is, of course, positive.

In the general case where reactants and products are not all in standard states

�G = −nFE (27)

Example 4.2: Chromate inhibitors act on steel surfaces as follows:

2CrO2−
4 (aq)+ 2Fe(s)+ 4H+(aq)→ Cr2O3(s)+ Fe2O3(s)+ 2H2O(l)

Is the above electrochemical reaction spontaneous when each of the reactants and products is in
their standard states, given that the standard electrode potential for the overall reaction is +1.437 V
vs. SHE?
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Solution:

�Go = −nFEo

�Go = −(+n)(+F)(+1.437) < 0

Thus, the reaction is spontaneous as written. Note, for our purposes here, we do not need to know
the value of n but only that it is positive. We can determine that n = 6 by separating the overall
electrochemical reaction into its two half-cell reactions:

2Fe(s)+ 3H2O(I)→ Fe2O3(s)+ 6H+ + 6e−

2CrO2−
4 (aq)+ 10H+(aq)+ 6e− → Cr2O3(s)+ 5H2O(l)

The sum of these two half-cell reactions is the overall reaction given above. More detail on
electrochemical cells is given in Chapter 5.

The Nernst Equation

As noted in Chapter 3, standard electrode potentials Eo apply only to the situation where a metal
is immersed in a solution of its own ions at unit activity. This condition is rarely encountered in
corrosion reactions. The Nernst equation allows calculation of the half-cell potential for some other
concentration in terms of the standard electrode potential. The derivation is given here.

Consider a general electrochemical reaction

aA+ bB+ ne � cC+ dD (28)

where a is the number of moles of reactant A, b is the number of moles of reactant B, etc. From
Eq. (25)

�G =�
i

viμi (products)−�
i

viμi (rectants) (29)

or

�G = cμC + dμD − aμA − bμB (30)

But from Eq. (22)

μC = μo
C + RT ln aC

μD = μo
D + RT ln aD

μA = μo
A + RT ln aA

μB = μo
B + RT ln aB

(31)

Substitution of Eq. (31) in Eq. (30) gives

�G = c[μo
C + RT ln aC]+ d[μo

D + RT ln aD]− a[μo
A + RT ln aA]− b[μo

B + RT ln aB] (32)
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Grouping terms gives

�G = [cμo
C + dμo

D − aμo
A − bμo

B]+
[

RT ln
ac

C ad
D

aa
Aab

B

]
(33)

But from Eq. (25)

�Go = cμo
C + dμo

D − aμo
A − bμo

B (34)

so that Eq. (33) becomes

�G = �G0 + RT ln
ac

c ad
D

aa
A ab

B

(35)

With �G = − nFE and �Go = − nFEo, Eq. (35) becomes

E = Eo − 2.303RT

nF
log

ac
Cad

D

aa
Aab

B

(36)

which is the Nernst equation. This equation is very useful in the analysis of electrochemical cells
and in the construction of Pourbaix diagrams. These subjects are treated in the next two chapters. At
25◦C, Eq. (36) can be written as

E = Eo − 0.0591

n
log

ac
C ad

D

aa
A ab

B

(37)

Standard Free Energy Change and the Equilibrium Constant

The equilibrium constant for Eq. (28) is

K = ac
C ad

D

aa
A ab

B

(38)

so that Eq. (35) can be rewritten as

�G = �Go + RT ln K (39)

At equilibrium, �G = 0 so that Eq. (39) becomes

�Go = −RT ln K (40)

or

�Go = −2.303 RT log K (41)

This equation is useful because it is the link between the standard free energy change and the
equilibrium constant for a reaction.
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Equilibrium constant 
K

Standard 
free energy

change, ΔG o

Standard electrode 

potential, Eo

ΔGo = – RT ln K   
E = Eo– 2.303 RT

n F
 log K

ΔGo  = – n F Eo

Fig. 4.6 Summary of relationships between the standard free energy change, the standard electrode potential, and the
equilibrium constant for electrochemical reactions

Figure 4.6 summarizes relationships between the standard free energy change, the standard
electrode potential, and the equilibrium constant for electrochemical reactions.

A Quandary – The Sign of Electrode Potentials

Throughout this chapter we have been adhering to a system of thermodynamics commonly called
the American sign convention [4, 5]. We write

Zn2+(a = 1)+ 2e− → Zn E = −0.762 V

but we write

Zn→ Zn2+(a = 1)+ 2e− E = +0.762 V

These are thermodynamic half-cell potentials, but what is the sign of the electrode potential for
the physical electrode of an actual sample of zinc metal immersed in an actual solution of unit
activity of Zn2+ ions?

At the physical electrode, there is an equilibrium between zinc metal and zinc ions so that zinc
ions pass into solution at the same rate at which they are reduced back onto the metal surface, as
depicted in Fig. 4.7. So what is the electrode potential for the physical electrode? Is it the average of

Zn Zn+2

Metal Solution

(unit activity )

Fig. 4.7 The Zn/Zn2+ electrode at equilibrium. The rate at which Zn goes into solution is equal to the rate at which
Zn2+ ions are reduced to solid Zn
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the reduction and oxidation potentials? This cannot be, for the average potential would be 0.000 V,
and this is the standard electrode potential for the reduction of hydrogen ions to hydrogen gas.
Moreover, the physical electrode potentials for all metals listed in the emf series would also be
0.000 V, so actual electrode potentials would be a meaningless concept.

Note that in Fig. 3.24, the metal electrode under study is connected to the positive terminal of the
electrometer and the reference electrode is connected to the negative terminal. This is a convention
adapted by the American Society of Testing and Materials [6], and this arrangement gives the proper
sign of the measured electrode potential. The proper sign for the actual physical electrode potential
of zinc in contact with a solution of unit activity Zn2+ ions is negative. (A simple test cell of zinc in
contact with Zn2+ ions can be used to see if your test setup in the laboratory is correct in regard to the
signs of measured electrode potentials.) But suppose that the connections to the test and reference
electrodes would be reversed. Then the sign of the measured physical electrode potential would also
be reversed.

Thus, the sign of a physical electrode potential is a convention. This is in addition to the earlier
convention that the forward direction of a half-cell reaction is taken to be the direction in which
reduction occurs.

We want to relate a direction-sensitive quantity �G to a direction-insensitive observable E. This is
the origin of all confusion regarding electrode potentials. Enlightening comments about this situation
have been written by Anson [7] and deBethune [8].

Thus, in the American system of signs conventions, the sign of a thermodynamic half-cell reaction
is sign bivariant (depending on whether the half-cell reaction is a reduction or an oxidation reaction),
but the number of electrons transferred is always positive when using Eqs. (26), (27) or the Nernst
equation, Eq. (36).

Mention should also be made of the European sign convention, used by Pourbaix [1]. According
to this system

Zn2+(a = 1)+ 2e− → Zn(s) E =− 0.762 V

and also

Zn(s)→ Zn2+(a = 1)+ 2e− E = −0.762 V

Thus, in the European system of signs conventions, the sign of a thermodynamic half-cell reac-
tion is invariant (i.e., the same for a reduction or an oxidation reaction). However, the number of
electrons transferred is sign bivariant (negative when the half-cell reaction is a reduction reaction
and positive when the half-cell reaction is anoxidation reaction). In this system, �G = nFE and
the Nernst equation also has a slightly different form. See Table 4.2 for a comparison of these two
conventions.

Confusing? Sort of, but not if one follows a given convention consistently. Throughout this text,
we will be adhering to the American sign convention.

Factors Affecting Electrode Potentials

Actual physical electrode potentials are affected by several variables including (i) the nature of the
metal, (ii) the chemical nature of the aqueous solution, (iii) the presence of oxide films on the metal
surface, (iv) the presence of adsorbed gases on the metal surface, and (v) the presence of mechanical
stress on the metal [9]. See Table 4.3, which lists the magnitude of these effects.
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Table 4.2 A comparison of American and European sign conventions for thermodynamic systems

American convention European convention

Zn2+(a = 1)+ 2e− → Zn(s)
Eo = −0.762 V

Zn2+(a = 1)+ 2e− → Zn(s)
Eo = −0.762 V

Zn(s)→ Zn2+(a = 1)+ 2e−
Eo = +0.762 V

Zn(s)→ Zn2+(a = 1)+ 2e−
Eo = −0.762 V

Cu2+(a = 1)+ 2e− → Cu(s)
Eo = +0.342 V

Cu2+(a = 1)+ 2e− → Cu(s)
Eo = +0.342 V

Cu(s)→ Cu2+(a = 1)+ 2e−
Eo = −0.342 V

Cu(s)→ Cu2+(a = 1)+ 2e−
Eo = +0.342 V

�Go = −nFEo

Eo is sign bivariant
n is sign invariant (always positive)

�Go = nFEo

Eo is sign invariant
n is sign bivariant
(negative for reduction, positive for

oxidation)

Nernst equation

E = Eo − 2.303RT

nF
log

ac
C ad

D

aa
Aab

B
Eo is sign bivariant
n is sign invariant (always positive)

Nernst equation

E = Eo + 2.303RT

nF
log

ac
C ad

D

aa
A ab

B
Eo is sign invariant
n is sign bivariant
(negative for reduction, positive for

oxidation

Table 4.3 Effect of various factors on the electrode potential [9]

Effect
Magnitude of effect on electrode
potential

Nature of the metal Whole volts
Chemical nature of the aqueous

solution
Tenths to whole volts

Surface state (oxide films) Tenths of a volt
Adsorbed gases Hundreds to tenths of volts
Mechanical stress Thousandths to hundreds of volts

Problems

1. Show that μo(H+(aq)) = 0 is a consequence of defining Eo = 0.000 as the standard electrode
potential for reduction of the hydrogen ion:

2H+(aq) + 2e−→H2 (g)

2. (a) Calculate 2.303RT in joules per mole and calories per mole at 25◦C.
(b) Show that 2.303RT/F is equal to 0.0591 V equiv/mol at 25◦C.

3. Calculate the electrode potential at 25◦C for the Peterson–Groover Ag/AgCl reference electrode
when it is used in natural seawater, for which the Cl– concentration is 0.6 M. (b) How does this
electrode potential compare with that for the saturated calomel electrode?
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4. Dissolved lead can enter the public drinking supply through the use of lead piping systems and
lead solder. The present standard for allowable dissolved Pb2+ ions is 15 μg/L. Calculate the
reduction potential for lead metal in contact with this concentration of dissolved Pb2+ ions:

Pb2+(aq)+ 2e− → Pb(s)

5. For health reasons the concentration of dissolved copper ions in drinking water should be less
than 2 mg/L of Cu2+[10]. Calculate the reduction potential of copper metal in contact with a
solution containing 2 mg/L of dissolved Cu2+ at 25◦C.

6. Calculate whether copper will spontaneously corrode at 25◦C by the following half-cell
reaction:

2Cu(s)+ H2O(l)+ O2(g)→ 2CuO(s)+ H+(aq)+ OH−(aq)

given the following standard chemical potentials μo (in cal/mol):

CuO (s) = –30,400; OH– (aq) = –37, 595; H2O (l) = –56,690.

7. Research has been conducted on molybdates as replacements for chromates in the surface treat-
ment of various metals in order to reduce corrosion by the formation of a surface film of MoO2.
The overall reaction with iron is

2Fe(s)+ 3MoO2−
4 (aq)+ 6H+(aq)→ Fe2O3(s)+ 3MoO2(s)+ 3H2O(l)

(a) Given the following standard chemical potentials (μo) in calories per mole at 25◦C:
Fe2O3 (s) = –177,100, MoO2 (s) = –120,000, H2O (l) = –56,690, MoO4

–2 (aq) =
–205,420:

(a) Is the above overall reaction spontaneous under standard conditions?
(b) Calculate the standard electrode potential for the above overall reaction.
(c) Write an expression for the electrode potential as a function of molybdate ion

concentration and pH.
(d) Is the overall reaction spontaneous for a molybdate ion concentration of 0.001 M at pH

7.0?
(e) Based solely on thermodynamic considerations, what do the results in (a) and (d)

suggest about the possibility of molybdates as chromate replacements?

8. Calculate the standard chemical potential of Sn2+ ions, μo(Sn2+ (aq)), from the appropriate
standard electrode potential in Table 3.1.

9. Magnesium corrodes in an aqueous solution of pH 9.0 to produce precipitated Mg(OH)2. What
is the reduction potential of magnesium in this solution at 25◦C for the reaction

Mg2+(aq)+ 2e− → Mg(s) Eo = −2.372 V

The solubility product of Mg(OH)2 is Ksp = 1.8 x 10−11.
10. Waste acid of pH 3.0 is stored in a lead-lined vessel, as shown in the figure below. If the walls

of the container undergo corrosion by the following reaction:

Pb(s)+ 2H+(aq)→ Pb2+(aq)+ H2(g)
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what is the equilibrium concentration of dissolved Pb2+ at 25◦C if the pressure of hydrogen
gas in the closed vessel is 0.5 atm? The standard chemical potential for Pb2+ (aq) is μo =
–5,810 cal/mol.

P (H2) = 0.5 atm

Waste acid
pH = 3.0

Lead-lined tank

11. The following two half-cell reactions have the standard electrode potentials as given:

Fe3 + (aq)+ e− → Fe2+(aq) Eo = +0.771 V
Fe2+(aq)+ 2e− → Fe(s) Eo = −0.447 V

Calculate Eo for the following reaction:

Fe3+(aq)+ 3e− → Fe(s)

Note that if we add the first two half-cell reactions, we get the desired half-cell reaction. Can
we add the corresponding two values of Eo to obtain Eo for the desired reaction? Explain your
answer.

12. What qualitative statement can be made about the change in entropy when a metal atom in a
crystalline lattice passes into solution to become a metal cation. Explain your answer.
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Chapter 5
Thermodynamics of Corrosion: Electrochemical Cells
and Galvanic Corrosion

Introduction

The previous chapter has dealt largely with the corrosion thermodynamics of half-cell reactions for
single metals. This chapter considers the effect of coupling two half-cells to form an electrochemical
cell. The galvanic corrosion of coupled dissimilar metals is also treated in this chapter.

Electrochemical Cells

Consider the two half-cells shown in Fig. 5.1(a). In the compartment on the left, zinc ions are
in equilibrium with the solid zinc electrode. This means that the rate at which Zn2+ ions pass
into solution is equal to the rate at which they are reduced to solid zinc. The standard reduction
potential is

Zn2+ (aq)+ 2e− → Zn(s) Eo = −0.762 V

In the compartment on the right, copper ions are in equilibrium with the solid copper electrode.
Thus, the rate at which Cu2+ ions pass into solution is equal to the rate at which they are reduced to
solid copper. The standard reduction potential is

Cu2+(aq)+ 2e–→ Cu (s) Eo= +0.342 V

When the two unconnected half-cells are coupled by closing the switch in the external circuit, as
in Fig. 5.1(b), an electrochemical cell is formed. One of the metals will be the anode and the other
will be the cathode, although we cannot yet tell which is which. First suppose that the zinc electrode
is the anode. Then

At the cathode

Cu2+(aq)+ 2e− → Cu (s) Eo = +0.342 V

At the anode

Zn(s)→ Zn2+(aq)+ 2e− − Eo= −(− 0.762 V)

73E. McCafferty, Introduction to Corrosion Science, DOI 10.1007/978-1-4419-0455-3_5,
C© Springer Science+Business Media, LLC 2010
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porous glass frit

a (Zn+2) = 1

Cu+2

Cu+2

Cu
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+ 1.104 V

e− e−
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a (Cu+2) = 1
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Fig. 5.1 An electrochemical galvanic cell

Adding the two half-cell reactions gives the overall chemical reaction:

Cu2+(aq)+Zn(s) → Cu(s)+Zn2+(aq) (1)

and adding the half-cell potentials gives

Eo
cell = Eo

cathode − Eo
anode (2)

or Eo
cell = + 0.342V− (− 0.762 V) = +1.104 V. From

�Gcell = −nFEcell (3)

the free energy change is negative because the cell potential is positive. Thus, the reaction proceeds
spontaneously as written above in Eq. (1), and we have correctly identified the anode and the cathode
in the coupled cell.

If we had assumed initially that the copper electrode was the anode and the zinc electrode the
cathode, then the calculated cell potential would be E◦cell = –1.104 V. But then the calculated change
in free energy would have been positive so that the assumed reaction would not be spontaneous.
Thus, we would have reached the same conclusion as above.

The following general conclusions can be drawn:
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(1) In an electrochemical cell, the metal with the lower electrode potential (more negative reduction
potential) in the emf series is the anode; the metal with the higher electrode potential (more
positive reduction potential) is the cathode.

(2) The cell potential (also called the cell voltage or cell emf) is given by

Ecell = Ecathode − Eanode (4)

where both Ecathode and Eanode are reduction potentials.
If the concentration of dissolved ions is not unit activity, the half-cell potentials can be calculated

using the Nernst equation, and the procedure is then continued as described above.

Electrochemical Cells on the Same Surface

An electrochemical cell can also exist on different portions of the same metal surface, as shown in
the following example.

Example 5.1: Calculate whether copper can corrode at 25◦C in an acid solution of pH 2.0 to produce
a solution containing 0.10 M Cu2+ ions and 0.5 atm hydrogen gas.
Solution: The overall chemical reaction is

Cu(s)+ 2H+(aq)→ Cu2+(aq) + H2 (g)

At the local cathodes

2H+ (aq)+ 2e− → H2(g) Ecathode

At the local anodes

Cu (s)→ Cu2+ (aq)+ 2e− Eanode

We calculate the electrode potentials for each half-cell reaction written as a reduction reaction.
Using the Nernst equation

Ecathode=Eo
H+/H2

− 0.0591

2
log

P(H2)

[H+]2

Ecathode = 0.000 − 0.0591

2
log

0.5

[1.0x10−2]2

or

Ecathode = −0.109 V

Then

Eanode=EO
Cu+2/Cu

− 0.0591

2
log

1

[Cu+2]
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Eanode = + 0.342 − 0.0591

2
log

1

0.10

or

Eanode = +0.312

Thus

Ecell = Ecathode − Eanode

Ecell = −0.109− (+ 0.312) = −0.421 V

Because the cell voltage is negative, �Gcell = – nFEcell is positive, and thus the reaction will not
proceed spontaneously to produce the conditions which were described.

Galvanic Corrosion

Galvanic corrosion occurs when two dissimilar metals are in physical (and electrical) contact in
an aqueous electrolyte, as shown in Fig. 5.2. Alternately (and less usual), the two metals may be
connected by an external metal path. Galvanic coupling of metals in equilibrium with their own
ions rarely occurs, but instead each of the two individual metals is usually immersed in a common
electrolyte. Some examples of galvanic corrosion include the following:

IronCopper

Electrolyte

Iron

Fig. 5.2 Two dissimilar metals in a galvanic couple

(1) Copper piping connected to steel tanks.
(2) Boats having a nickel alloy hull and steel rivets.
(3) Zinc-coated screws in a sheet of copper.
(4) Tin-plated electrical connector pins mated with gold-plated sockets.
(5) A stainless steel screw in contact with a cadmium-plated steel washer.

The galvanic series described below is very useful in indicating whether combined pairs of
coupled metals will be prone to galvanic corrosion.

Galvanic Series

As noted in Chapter 3, the emf series has limited practical use. The standard electrode potentials are
for half-cell reactions for metals in solutions of their own ions at unit activity. This set of conditions
is important in the development of the concept of electrode potentials, but these conditions are quite
restrictive and are not those found in most corrosion applications. The concentration of dissolved
metal ions in equilibrium with a given metal depends on the environment and on the details of the
system, such as the corrosion rate, the degree of mass transfer, and the volume of the solution.
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The restriction of unit activity in the emf series can be removed by using the Nernst equation to
calculate the potential for a half-cell reaction at some concentration other than unit activity. However,
there is still the restriction in the emf series that the solution contains cations of only the metal of
interest. In addition, the emf series applies only to pure metals and not to alloys.

Any metal or alloy placed in a corrosive environment has its own electrode potential, called the
corrosion potential Ecorr. The galvanic series (in seawater) is an ordered listing of experimentally
measured corrosion potentials in natural seawater for both pure metals and alloys. See Fig. 5.3[1].
Metals and alloys with more positive potentials (like platinum) are called noble metals, and met-
als with more negative potentials (like magnesium) are called active metals. Note that the electrode
potentials in the galvanic series in Fig. 5.3 are measured relative to a saturated calomel electrode
(although any suitable reference electrode can be used), whereas standard half-cell electrode poten-
tials are always referred to as the standard hydrogen electrode. Note also that all the alloys given in
Fig. 5.3 exhibit a range of electrode potentials.

–1.5–1.0–0.50.00.5

E in V vs. S.C.E.

Zinc
Magnesium

Berylium
Aluminum alloys

Cadmium
Mild steel, cast iron

Low alloy steel
Austenitic Ni cast iron

Aluminum bronze
Naval brass, yellow brass, red brass

Tin
Copper

Graphite
Platinum

Ni-Cr-Mo alloy C
Titanium

Ni-Cr-Mo-Cu-Si alloy B
Ni-Fe-Cr alloy 825

Stainless steel- Type 316
Alloy 20

Ni-Cu alloys 400, K-500 (Monel)
Stainless steel- Type 304
Silver
Nickel
Silver braze alloys
Ni-Cr alloy 600
Ni-Al bronze
70-30 Cu-Ni
Lead
Stainless steel- Type 430
80-20 Cu-Ni
90-10 Cu-Ni
Nickel silver
Stainless steel Types 410, 416
Tin bronzes
Silicon bronze
Manganese bronze
Admiralty brass, aluminum brass

Pd-Sn solder (50/50)

Fig. 5.3 The galvanic series in seawater. Redrawn from [1] by permission of John Wiley & Sons, Inc
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The utility of the galvanic series is as follows:
In a galvanic couple, the metal or the alloy with the more negative electrode potential is the

anode. The metal or the alloy with the more positive electrode potential is the cathode.
This conclusion follows from the analysis of electrochemical cells using the emf series.

Example 5.2: Composite materials consisting of magnesium containing graphite-reinforcing fibers
have been developed to increase the mechanical strength of the light metal magnesium. Will the
introduction of graphite into magnesium pose a problem if this composite material is used in
seawater?

Solution: From Fig. 5.3, the electrode potential of graphite in seawater is approximately +0.25 V
vs. SCE. The electrode potential of magnesium is –1.6 V vs. SCE. Thus, in a magnesium–graphite
couple, magnesium will be the anode. Because of the large difference in the two electrode potentials,
there will be a large galvanic effect between magnesium and graphite. This couple should not be used
in seawater unless the composite material is provided corrosion protection, such as a barrier of paint
or some other organic coating.

The order of a series of metals in any galvanic series may not be the same as their order in the emf
series. Thus, the emf series cannot be used reliably to predict the corrosion tendencies of coupled
metals in other environments.

Similarly, the galvanic series for seawater should not be used to predict corrosion tendencies in
solutions which are very much different than seawater. For example, the galvanic series in seawater
may be applied (with some caution) to the behavior of metals and alloys used for joint replacements
in the human body. This is because a simulated physiological fluid known as Ringer’s solution con-
tains a mixture of dissolved NaCl, KCl, and CaCl2, which is 0.16 M in total chlorides. Thus, body
fluids and Ringer’s solution can be considered to be dilute seawater so that the galvanic series for
seawater can be used as a first approximation, although data in Ringer’s solution itself should be
used when available.

While the use of the galvanic series in seawater is possible for similar aqueous solutions, its
extension to additional solutions, such as hydrochloric acid, for example, should be considered with
much reservation.

Another limitation of any galvanic series is that the series gives no information about rates of
corrosion, but only about corrosion tendencies. Actual corrosion rates must be determined in separate
experiments or tests, to be discussed in Chapter 7.

Although it is not possible to predict corrosion rates from the use of the galvanic series, the
anodic metal will have a higher corrosion rate in the couple than in the freely corroding (uncou-
pled) condition. LaQue [1] has tabulated seawater corrosion data for aluminum coupled to various
metals located above it in the galvanic series in seawater. In each case, aluminum was the anode
in the galvanic couple, and its corrosion rate when coupled was accelerated relative to its corro-
sion rate in its freely corroding (uncoupled) condition. Figure 5.4 shows corrosion data in natural
seawater for aluminum coupled to various metals after 30 days of immersion in seawater flowing at
7.8 ft/s. In each case, the electrode potential of uncoupled aluminum was more negative than the elec-
trode potential of the uncoupled second metal, as may be seen by referring to the galvanic series in
Fig. 5.3. Thus, aluminum is the anode in each metal couple. As seen in Fig. 5.4, the corrosion rate in
seawater in each galvanic couple was greater than the corrosion rate of freely corroding aluminum.
The galvanic effect in each case is the difference in the corrosion rate of aluminum in each couple
and the corrosion rate of aluminum coupled to itself.

For each couple in Fig. 5.4, the anodic to cathodic area ratios were held constant. The effect of
the ratio of anodic and cathodic areas on galvanic corrosion will be considered in Chapter 7.
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Fig. 5.4 Galvanic corrosion data for various metals coupled to aluminum in seawater [1]

To date, the galvanic series in seawater is the most extensive set of corrosion potentials developed
for any corrosive environment. However, galvanic series exist for metals in flowing hot water [2], in
phthalate buffers [3], in solutions of NaHCO3 or Cl–-containing NaHCO3 solutions [4].

Cathodic Protection

Galvanic corrosion is usually not a desired occurrence. However, by an appropriate selection of metal
pairs, galvanic corrosion can be employed as a method of corrosion protection. Zinc metal plates
fastened to the steel hulls of ships are used to protect the ship hulls by sacrificially corroding, rather
than having the hull itself corrode. Such a practice is called cathodic protection, and its principle is
illustrated in Fig. 5.5.

Zn Zn+2

2e–

–

Zn+2Zn

2e

O2 + 2 H 2O + 4e– 4 OH–

Fe Solution

Fig. 5.5 Schematic diagram of the cathodic protection of iron by zinc
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As shown in Fig. 5.3, the electrode potential of low alloy steel in seawater is approximately
–0.6 V vs. SCE. The electrode potential of zinc is –1.0 V. Thus, when zinc is coupled to steel, zinc
will be the anode and steel will be the cathode, as illustrated in Fig. 5.5. Hence the term “cathodic
protection.”

In actual practice, the exterior hull of the ship will most likely be painted. But when the layer of
paint protection breaks down locally (“holidays” in the paint film), then cathodic protection takes
over. Cathodic protection by sacrificial zinc anodes is used to protect bare steel in interior holding
tanks of commercial and military vessels, in hot water heaters, water storage tanks, buried pipelines,
and steel reinforcing bars in concrete structures located in marine environments, to name a few
examples.

In addition to the use of sacrificial anodes, as described above, cathodic protection can also be
provided through the use of external impressed current systems. In this latter approach, a source of
direct current is applied using a power supply and an external anode located some distance away but
having an electrical connection to the protected structure. See Fig. 5.6. Various anodes have been
used, including high silicon cast iron, graphite, and platinum claddings.

Power
Supply

Anode

Structure to be protected
(e.g., steel)

e

e

–

–

e–

e–

Electrolyte

O2 + 2 H2O + 4e–

4 OH–

Fig. 5.6 Schematic diagram of cathodic protection by an impressed current device

Two Types of Metallic Coatings

There are two types of metallic coatings used to protect underlying metal substrates. These are (i)
sacrificial and (ii) noble metal coatings.

The first of these types, sacrificial coatings, functions by cathodic protection of the substrate.
The most common example is the use of an outer layer of zinc on a steel substrate (“galvanized”
steel). Zinc has a more negative electrode potential than does steel in most environments, so zinc is
again the anode when it is coupled to steel. When defects such as a pinhole or a crack develop in
the outermost zinc coating, the underlying steel is protected by the sacrificial corrosion of zinc, as
shown schematically in Fig. 5.7.
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Zinc

Steel

Seawater

(a)

Zinc

Steel

Seawater

(b)

Fig. 5.7 A sacrificial protective coating. When a break or an imperfection develops in the coating and extends down
to the substrate, as shown in (a), the zinc coating will galvanically corrode to protect the underlying substrate, as
shown in (b)

Fig. 5.8 The corrosion of a galvanized roof in the natural atmosphere. When the protective zinc coating is breached,
the underlying steel eventually suffers corrosion

Galvanized steel sheet is a common roofing material for both industrial and agricultural buildings.
The thickness of the zinc coating is usually of the order of 0.001 in. (0.025 mm) [5], and the lifetime
of galvanized roofs in outdoor atmospheric exposures is about 20 years or more, depending on the
severity of the corrosive environment [5, 6]. When the entire zinc coating has been consumed due
to corrosion, the effect of cathodic protection is lost, and the underlying steel substrate corrodes to
display the familiar red color often seen in the roofs of deteriorating structures. See Fig. 5.8.

An alloy coating of zinc and aluminum has also been used in outdoor environments as a sacri-
ficial coating. This zinc–aluminum coating provides cathodic protection while lasting longer than
conventional zinc galvanized coatings [6].

The second type of metallic coating, the noble metal coating, is illustrated by a coating of nickel
on steel, as shown in Fig. 5.9. In most aqueous environments, the electrode potential of nickel is
more positive than the electrode potential of steel. Thus, steel is the anode when coupled to nickel.
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Nickel

Stee l

Seawater

(a)

(b)

Nickel

Steel

Seawater

Fig. 5.9 A noble metal protective coating. When a break or an imperfection develops in the nickel coating and extends
down to the substrate, as shown in (a), the underlying steel substrate will galvanically corrode, as shown in (b)

The protective effect of the nickel coating lies in its greater corrosion resistance in the corrosive envi-
ronment. However, when defects arise in the noble metal coating, then the steel substrate undergoes
corrosion, and the attack is concentrated in the steel substrate at the base of the defect. This is not
a desired situation, as the attack can be deep and localized. This is in contrast to sacrificial coatings
where the substrate is protected when a breach develops in the coating, and the attack is distributed
to some extent along the coating.

In general, the situation involving a small anode area coupled to a large cathode area is unfavor-
able, because corrosion will be concentrated at the anode and will usually lead to intense localized
attack.

Titanium Coatings on Steel: A Research Study

Plasma spraying is a useful technique for applying protective metal coatings to engineering alloys.
However, plasma-sprayed coatings generally exhibit porosity because the molten droplets deposited
by the plasma cool so rapidly that they cannot flow and completely wet the surface of the metal
substrate. Thus small voids are trapped as the coating builds up droplet by droplet. As discussed
above, voids or defects in metallic coatings bring on the onset of electrochemical cells between the
coating and the substrate.

In order to improve the corrosion behavior of a porous titanium coating on steel (a noble metal
coating), Ayers and co-workers [7] have employed the use of a high-power laser to melt partially
through the porous plasma-sprayed titanium layer so as to consolidate the pores in the coating.
(More about laser processing for improved corrosion resistance is given in Chapter 16).

Figure 5.10 shows electrode potentials measured in natural seawater for various samples. After
15 days of immersion, the electrode potential of pure titanium was approximately –0.2 V vs. SCE,
whereas the electrode potential of the mild steel substrate was approximately –0.7 V vs. SCE. Thus,
the titanium coating is a noble coating, and if coupled to steel, the steel member of the couple would
be the anode.
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Fig. 5.10 Electrode potentials of titanium, steel, and titanium coatings in seawater [7]. Reprinted with permission of
© NACE International 1981

Figure 5.10 shows that the electrode potential of the laser-consolidated coating was similar to
that of pure titanium. During the immersion period this laser-processed coated sample remained
unattacked and had the same general appearance of pure titanium. In contrast, the plasma-sprayed
titanium coating had an electrode potential closer to that of steel rather than titanium. This sample
showed visible rust staining during the test period.

Figure 5.11 shows cross sections through the two types of titanium coatings after the 15-day
immersion period. As seen in the figure, corrosion pitting occurred at the steel substrate beneath
the porous coating, and the attack was localized as deep pits, as illustrated schematically in
Fig. 5.9 for a noble metal coating. Figure 5.11 also shows that laser remelt consolidation prevented
the occurrence of such pitting by successfully eliminating pores in the laser-melted region.

Protection Against Galvanic Corrosion

Practices for minimizing galvanic corrosion are as follows [8]:

(1) Select combinations of metals as near to each other as possible in the galvanic series.
(2) Insulate the contact between dissimilar metals whenever possible.
(3) Apply organic coatings, but coat both members of the couple or coat only the cathode. Do not

coat only the anode, because if a defect (holiday) develops in the organic coating, an accelerated
attack will occur because of the unfavorable effect of a small anode area and a large cathode
area, as shown in Fig. 5.9.

(4) Avoid the unfavorable area effect of having a small anode coupled to a large cathode.
(5) Install a third metal which is anodic to both metals in the galvanic couple.

Several of the measures listed above are illustrated schematically in Fig. 5.12. Area effects
in galvanic corrosion will be revisited in Chapter 7 when the kinetic aspects of corrosion are
considered.
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Fig. 5.11 Cross-sectional views through the coated specimen after 15 days of immersion in flowing seawater. Top:
The unconsolidated sample shows pitting attack of the steel at the coating/substrate interface. Bottom: The sample was
consolidated by laser melting approximately one-third of the coating thickness and showed no evidence of corrosion
[7]. Reprinted with permission of © NACE International 1981

Differential Concentration Cells

As seen above, a difference in electrode potentials will exist for two different metals located in the
same solution. A difference in electrode potentials will also exist for the same metal placed in two
different concentrations of the same solution. Such a cell consisting of two half-cells of the same
metal but with differing ionic or molecular concentrations is called a differential concentration cell.

There are two main types of differential concentration cells: (i) metal ion concentration cells and
(ii) oxygen concentration cells. Either can cause corrosion to occur.

Metal Ion Concentration Cells

Consider two isolated (i.e., initially unconnected) copper electrodes in contact with different
concentrations of dissolved cupric ions (Cu2+), as in Fig. 5.13.
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Zinc        Copper

Zinc       Copper

Zinc       Copper

Zinc       Copper

Coat only the cathode

Coat both the cathode and anode

Separate the two metals with a
non-conducting insert

Zinc Magnesium

Use a third metal which is anodic
to the other two

4 [Mg           Mg+2 + 2 e–]2 [O2 + 2 H2 O + 4e– 4 OH – ]

4 e-

4 e-

Copper

Fig. 5.12 Protective measures against galvanic corrosion

For the half-cell reaction

Cu2+(aq)+ 2e− → Cu(s)

application of the Nernst equation at 25◦C gives

E=EO− 0.0591

2
log

1

[Cu2+]
(5)

With E◦ = + 0.342 V vs. SHE, the electrode potential for the copper metal in contact with the
0.01 M Cu2+ solution is calculated to be E= + 0.283. The electrode potential for the copper metal in
contact with the 0.5 M Cu2+ solution is calculated to be E = + 0.333. Thus, the copper electrode in
contact with the more dilute Cu2+ solution has more negative (i.e., less positive) electrode potential
when the two electrodes are coupled. The cell voltage is given in the usual manner as

Ecell = Ecathode − Eanode
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Cu+2

Cu+2

Cu

porous glass frit

[Cu+2] = 0.01 M

Cu+2

Cu+2

Cu

[Cu+2] = 0.5 M

(a)

Cu+2
Cu

porous glass frit

[Cu+2] = 0.01 M

e− e−

Cu+2
Cu

[Cu+2] = 0.5 M

(b)

+ 0.050

Fig. 5.13 A copper ion concentration cell

Ecell = 0.333V − 0.283 = 0.050 V

Thus, there is a difference in electrode potential between the two half-cells, and a galvanic cell
results due to the differences in metal ion concentrations. The copper specimen in the more dilute
solution of Cu2+ will continue to corrode until the metal ion concentrations in the two half-cells
become equal.

In general, areas on a surface where the electrolyte contains a lower quantity of the metal’s ions
will be anodic compared to locations where the metal ion concentration is higher.

For example, a copper pipe in contact with copper ion solutions of different concentrations will
corrode at the part in contact with the more dilute solution of Cu2+. Differences in concentration can
be set up when the copper pipes carry moving water. The faster flowing portions of solutions will
contain less Cu2+ as the dissolved ion is swept away, while the more stagnant areas will accumulate
Cu2+. The result is that the parts of the copper surface in contact with the faster moving fluid will
experience corrosion due to the operation of a differential concentration cell.

Oxygen Concentration Cells

U. R. Evans has reported on a simple but elegant experiment performed to show the existence of
oxygen concentration cells (also called differential oxygen cells or differential aeration cells) [9]. As
shown in Fig. 5.14, two separate electrodes of the same metal were placed in a two-compartment



Differential Concentration Cells 87

IO2 N2 or H2 or Ar

Iron Iron
Glass frit

KCl solutionKCl solution

Fig. 5.14 An oxygen concentration cell [9]

cell, with each compartment containing the same solution but separated by a porous diaphragm.
Oxygen (or air) was bubbled through one compartment, and when the two electrodes were coupled,
a small current was observed to flow between them. It was established that the metal exposed to the
lower concentration of oxygen was the anode. The direction of the cell current could be reversed by
bubbling oxygen through the other compartment instead of the one originally used.

Modifications of this setup have also been used in which oxygen is bubbled through one com-
partment of the cell, and the other compartment is deaerated with hydrogen or nitrogen. The effect
is the same as above.

The Nernst equation can be used again to explain a difference in electrode potentials. Suppose
that two portions of the same metal are immersed into solutions which are identical except that
each solution contains a different concentration of dissolved oxygen. The two solutions are again in
contact through porous partition, as in Fig. 5.14. For the oxygen reduction reaction

O2+2H2O+ 4e− → 4OH−

the Nernst equation at 25◦C gives

E1 = Eo − 0.0591

4
log

[OH−]4

P(O2)1
(6)

and

E2 = Eo − 0.0591

4
log

[OH−]4

P(O2)2
(7)

where E1 and E2 are the half-cell potentials for electrodes 1 and 2 (chemically the same metal)
having oxygen pressures P(O2)1 and P(O2)2, respectively. The pH is assumed to be the same for
both half-cells so that [OH–] is the same in both cases. Then Eqs. (6) and (7) combine to give
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E1 − E2 = 0.0148 log
P(O2)1

P(O2)2
(8)

If P(O2)1 < P(O2)2, then it follows that E 1 < E 2. Or, the half-cell potential of specimen 1 is less
than the half-cell potential of specimen 2. Thus, specimen 1 (in contact with the solution of lower
oxygen content) is anodic (i.e. more negative) to specimen 2 (in contact with the solution of higher
oxygen content).

In general, areas on a surface in contact with an electrolyte having a low oxygen concentration
will be anodic relative to those areas where more oxygen is present.

The Evans Water Drop Experiment

U. R. Evans also conducted a well-known water drop experiment to illustrate the operation of an
oxygen concentration cell [10]. Evans placed a drop of dilute NaCl on a horizontal steel surface
and then followed the development of anodic and cathodic areas under the drop. Evans used small
amounts of phenolphthalein and ferricyanide indicators, as in Problem 2.14. Cathodic areas turned
red due to the formation of OH– ions, and anodic areas turned blue due to the formation of Fe2+ ions.

Areas near the periphery of the drop had ready access to oxygen from the air and functioned as
cathodes. Areas under the center of the drop had less access to oxygen. This is because dissolved
oxygen needed to diffuse through the volume of the drop to replenish the oxygen initially consumed
at the steel surface beneath the center of the drop. Thus, areas under the center of the drop became
low in oxygen and functioned as anodes. These events are depicted schematically in Fig. 5.15. With
time, the central anodic areas migrated outward to meet the cathodic areas, and rings of rust were
deposited at their juncture.

Good access
to oxygen

Poor access
to oxygen

Cathodic 
area

Good access
to oxygen

Cathodic
area

Anodic 
area Rust ring

Rust ring

Fig. 5.15 The Evans water drop experiment. Redrawn from [10] by permission of Edward Arnold (Publishers) Ltd

Waterline Corrosion

A related phenomenon is the corrosion of partially immersed metals at a location just below the
waterline, i.e., the level of submersion [10]. The electrode areas near the water surface again have
easy access to oxygen, whereas electrode areas below the waterline have less access to oxygen, as
shown in Fig. 5.16. Thus an oxygen concentration cell is established, with the upper part of the metal
acting as a cathode and the nearby submerged areas acting as an anode.
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Lower in O2 concentration
(Anodic areas)

Metal Air

Electrolyte

Higher in O2 concentration
(Cathodic areas)

Fig. 5.16 Schematic diagram of waterline corrosion [10]

Waterline corrosion can be a problem in partially filled tanks and in partially submerged
structures.

Crevice Corrosion: A Preview

The most common occurrence of differential oxygen cells in corrosion processes is in the phe-
nomenon of crevice corrosion. A metal confined within a narrow clearance experiences a reduced
concentration of dissolved oxygen relative to the metal outside the crevice, which is exposed to
bulk electrolyte. This differential oxygen cell makes the metal inside the crevice anodic to the metal
outside the crevice. The stage is thus set for more action. Crevice corrosion is treated further in
Chapter 10.

Problems

1. An electrochemical cell consists of copper immersed in a solution of 0.01 M Cu2+ ions and
nickel immersed in a solution of 0.1 M Ni2+ ions at 25◦C. (a) Which electrode will corrode
when the cell is short-circuited? (b) Calculate the cell emf. (c) Write the overall cell reaction.

2. An electrochemical cell consists of nickel immersed in a solution of 0.10 M Ni2+ ions and
aluminum immersed in a solution of 0.15 M Al3+ ions at 25◦C. (a) Which electrode will corrode
when the cell is short-circuited? (b) Calculate the cell emf. (c) Write the overall cell reaction.

3. An electrochemical cell consists of cadmium immersed in a solution of CdSO4 and iron
immersed in a solution of FeSO4. What concentration ratio [Cd2+]/[Fe2+] is required at 25◦C to
prevent corrosion in the short-circuited cell?

4. Lead piping sometimes undergoes concentration cell corrosion. (a) Which electrode is the anode
at 25◦C in a concentration cell consisting of one lead electrode immersed in 0.01 M PbSO4 and
a second lead electrode immersed in 0.5 M PbSO4. (b) Calculate the cell emf at 25◦C

5. Compare the relative location of the following pairs of metals in the emf series and in the
galvanic series for seawater.

(a) Zinc and copper
(b) Copper and tin
(c) Nickel and silver
(d) Titanium and iron (use low alloy steel for iron in the galvanic series for seawater)
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What does the relative position of these various pairs of metals tell you about the use of the emf
series to predict possible galvanic corrosion in seawater?

6. (a) Can magnesium be used instead of zinc to cathodically protect steel in seawater? (b) Can
aluminum protect steel? (c) Refer to the galvanic series for seawater and select one additional
metal or alloy which can be used to cathodically protect steel.

7. The electrode potential of tin in grapefruit juice is –0.740 V vs. a calomel electrode. The elec-
trode potential of steel in grapefruit juice is –0.650 V vs. the same reference electrode [11]. If a
tin can (a coating of tin on steel) develop a break in the tin coating which extends down to the
steel substrate, which member of the iron/tin couple will galvanically corrode in the grapefruit
juice electrolyte?

8. Refer to the galvanic series for seawater and predict the possibility of a galvanic effect in the
following systems when they are used in seawater. If there is a galvanic effect, which metal in
the couple is attacked?

Aluminum 
alloy

Graphite fiber

(a) Aluminum/graphite composite 

Aluminum 
alloy

Al2O3 particle

(b) Aluminum/alumina composite 

weld
(304 stainless steel)

base plate
(Monel)

base plate
(Monel)

(c) 
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(d)

Aluminum sheet

Brass screw
(cross-section) 

Drop of seawater 

9. The commercial aluminum alloy 2024 contains approximately 4% copper, 1.5% magne-
sium, and 0.5% each of manganese and iron. These alloying elements produce second-phase
intermetallic compounds in the aluminum matrix, as shown below.

Al matrix

Al2CuMg
Al3Fe

Alloy surface

The following electrode potentials in a test solution of 53 g/l NaCl plus 3 g/l H2O2 were
reported for bulk uncoupled samples of the aluminum matrix and for the second-phase particles
Al2CuMg and Al3Fe [12]:

Al matrix –0.81 V vs. SCE
Al2CuMg –0.91 V vs. SCE
Al3Fe –0.47 V vs. SCE

In the commercial 2024 alloy, what is the galvanic effect between the second-phase particles
of Al2CuMg and the aluminum matrix and between the second-phase particles of Al3Fe and the
aluminum matrix? In each case, state whether the aluminum matrix or the second-phase particle
preferentially corrodes in the test solution.

10. Cadmium coatings are often used to protect steel substrates in marine environments. (a) Classify
this type of metallic coating. (b) Which metal will corrode if a break develops in the cadmium
coating and extends down to the steel substrate? (For the electrode potential of steel, use the
electrode potential of low alloy steel in the galvanic series.)

11. (a) For a metallic coating of type 430 stainless steel on mild steel, what happens if an
imperfection or a break develops in the coating, as shown below?

Mild steel

Seawater

Type 430 stainless steel

12. (a) For the duplex coating shown below, what happens if an imperfection or a break develops
in the outermost nickel coating and extends down to the chromium inner coating? (b) If the
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imperfection continues down to the steel substrate, what will happen? The electrode potentials
in seawater are –0.20 V for nickel, –0.40 V for chromium, and –0.61 V for carbon steel, all
measured vs. SCE [13, 14].

4
Chromium

Seawater

Nickel

Carbon steel

13. In Case A below, two steel plates are joined with a Monel bolt. In Case B, the reverse is done.
Both systems are to be immersed in seawater, for which

E (steel) = –0.61 V
E (Monel) = –0.08 V.

Thus, there is a galvanic effect in which the steel member of the couple will be attacked. In
Case A, the steel plates will be galvanically attacked. In Case B, the steel bolt which keeps them
together will be galvanically attacked. One case is much worse than the other. Which case is it?
Why?

Plate Plate

Bolt

Monel bolt & nut

Steel
Steel

Steel bolt & nut

Monel
Monel

Case A

(side view)

Case B

(side view)

Top 

view

Note: Assume that all crevices are sealed so that crevice corrosion is not a problem.
14. The electrode potential of aluminum in 0.1 M NaCl which has been de-aerated with argon

gas is –1.4 V vs. SCE. The electrode potential of aluminum in the same solution but with the
solution open to the air is –0.6 V vs. SCE. Would waterline corrosion of aluminum be expected
to be possible for aluminum samples partially immersed in a saltwater estuary? Explain your
answer.
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Chapter 6
Thermodynamics of Corrosion: Pourbaix Diagrams

Introduction

Marcel Pourbaix has developed a unique and concise method of summarizing the corrosion thermo-
dynamic information for a given metal in a useful potential–pH diagram. These diagrams indicate
certain regions of potential and pH where the metal undergoes corrosion and other regions of poten-
tial and pH where the metal is protected from corrosion. Such diagrams are usually called “Pourbaix
diagrams” but are sometimes called “equilibrium diagrams” because these diagrams apply to con-
ditions where the metal is in equilibrium with its environment. Pourbaix diagrams are available for
over 70 different metals [1].

An example of a Pourbaix diagram is given in Fig. 6.1, which shows the Pourbaix diagram
for aluminum. The abscissa in the diagram is the pH of the aqueous solution, which is a mea-
sure of the chemical environment. The ordinate is the electrode potential E, which is a measure of
the electrochemical environment. In a Pourbaix diagram, there are three possible types of straight
lines:
(1) Horizontal lines, which are for reactions involving only the electrode potential E (but not

the pH),
(2) Vertical lines, which are for reactions involving only the pH (but not the electrode potential E),
(3) Slanted lines, which pertain to reactions involving both the electrode potential E and the pH.

Pourbaix diagrams also contain regions or fields between the various lines where specific chem-
ical compounds or species are thermodynamically stable. The Pourbaix diagram for aluminum in
Fig. 6.1 identifies the various regions where the species Al (solid), Al2O3 (solid ), Al3+ ions, and
AlO2

– ions are each stable. When the stable species is a dissolved ion, the region on the Pourbaix
diagram is labeled as a region of “corrosion.” When the stable species is either a solid oxide or a
solid hydroxide, the region on the Pourbaix diagram is labeled as a region of “passivity,” in which
the metal is protected by a surface film of an oxide or a hydroxide. When the stable species is the
unreacted metal species itself, the region is labeled as a region of “immunity”. Kruger has described
the Pourbaix diagram as being a “map of the possible” [2].

Example 6.1: After immersion in natural seawater (pH 7.6) for 70 days, the electrode potential of
pure aluminum was observed to be –1.47 V vs. SCE [3]. What behavior is expected in terms of
corrosion, passivity, or immunity?

Solution: First convert the electrode potential to the standard hydrogen scale. From Table 3.2

95E. McCafferty, Introduction to Corrosion Science, DOI 10.1007/978-1-4419-0455-3_6,
C© Springer Science+Business Media, LLC 2010
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Fig. 6.1 Pourbaix diagram for aluminum at 25◦C. Drawn from data in [1]

E vs. SCE = E vs . SHE− 0.242
−1.47 V = E vs . SHE− 0.242 V

∴ E vs. SHE = −1.47 V+ 0.242 V = −1.23 V

By referring to the Pourbaix diagram for pure aluminum in Fig. 6.1, it is seen that this electrode
potential at a pH of 7.6 corresponds to a region of passivity.

Example 6.2: An Al–1% Mn alloy immersed in 0.1 M sodium citrate solution (pH 3.5) for 24 h
displayed an electrode potential of – 1.25 V vs. SCE [4]. What behavior is expected in terms of
corrosion, passivity, or immunity? What assumptions are you making in your analysis?

Solution: First convert the electrode potential to the standard hydrogen scale

E vs. SHE = −1.25 V+ 0.242 V = −1.01 V

From the Pourbaix diagram for pure aluminum in Fig. 6.1, it is seen that this electrode potential
at a pH of 3.5 corresponds to a region of corrosion. The assumptions made are that (1) the Pourbaix
diagram for pure aluminum also holds for the dilute Al alloy (1% Mn) and (2) the system is in
equilibrium after the relatively short immersion period of 24 h.

Pourbaix Diagram for Aluminum

Construction of the Pourbaix Diagram for Aluminum

Pourbaix diagrams are constructed from the first principles of thermodynamics. The Pourbaix dia-
gram for aluminum serves as a simple example as to how these diagrams are developed. It is first
necessary to assemble the appropriate chemical information about the specific metal being con-
sidered. Aluminum undergoes dissolution in acid solutions as Al3+ ions and in basic solutions as
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aluminate ions (AlO2
–). In neutral or nearly neutral solutions, aluminum is covered with a protective

oxide film.
Thus, in the case of the Al/H2O system, the various chemical entities and their chemical potentials

are as follows [1]:

Dissolved substances μo(cal/mol)
Al3+ – 115,000
AlO2

– – 200,710
H+ 0
Solid substances
Al 0
Al2O3 – 384,530
Liquid substances
H2O – 56,690
The chemical reactions involving these species are [1]

Al −→ Al3+ + 3e− (1)

2Al3+ + 3H2O −→ Al2O3 + 6H+ (2)

2Al+ 3H2O −→ Al2O3 + 6H+ + 6e− (3)

Al2O3 + H2O −→ 2AlO−2 + 2H+ (4)

Al+ 2H2O −→ AlO−2 + 4H+ + 3e− (5)

The dissolution of aluminum as Al3+ions by Eq. (1) is a reaction involving only the electrode
potential E (but not the pH). We first rewrite Eq. (1) as a reduction reaction. Then, for

Al3+ + 3e− −→ Al (6)

the Nernst equation gives

E = E0− 2.303RT

nF
log

1

[Al3+]
(7)

From Table 6.1, Eo = −1.663 V vs. SHE, and with 2.303RT/F = 0.0591 V and n = 3, Eq. (7)
becomes

E = −1.663+ 0.0197 log[Al3+] (8)

The numerical value of the electrode potential E for the dissolution of Al as Al3+ ions depends
on the concentration of the dissolved ion. Figure 6.2 shows the plot of Eq. (8) for two different
values of [Al3+]. As seen in Fig. 6.2, the electrode potential for the Al/Al3+ reaction becomes more
positive with increasing [Al3+] concentration. Thus, for a given concentration of Al3+, say 10–6 M,
the oxidized form (Al3+) is stable for potentials above the appropriate straight line at concentrations
equal to or greater than 10–6 M. Below the given straight line, the oxidized species does not exist at
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Table 6.1 Standard (reduction) potentials for various electrochemical reactions involving aluminum and/or
water [1]

Equation number in text Reaction (oxidation) Eo (for reduction) (V vs. SHE)

(1) Al −→ Al3+ + 3e− −1.662
(3) 2Al + 3H2O −→ Al2O3 + 6H+ + 6e− −1.550
(5) Al + 2H2O −→ AlO2

− + 4H+ + 3e− −1.262
(22) 2H2O + 2e− −→ H2 + 2OH− −0.828
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Fig. 6.2 Partial Pourbaix diagram for aluminum at 25◦C

the concentration being considered. That is, below the straight line, the reduced species (Al atoms)
are stable.

A clearer way to see this is to consider an electrode potential which is considerably below the
straight line for [Al3+] = 10–6 M, say E = –2.5 V vs. SHE. Substituting this value of E into
Eq. (8) gives the concentration of [Al3+] to be 2.9 x 10–43 M. This is a negligibly small value,
so the oxidized species (Al3+) is not stable, and thus the reduced species (solid Al) is stable. In gen-
eral, for any electrochemical reaction represented on a Pourbaix diagram, the oxidized species of
the couple is stable above the straight line of the Nernst equation for the reaction, and the reduced
species is stable below the straight line.

By convention, Pourbaix diagrams are usually constructed under the condition that corrosion is
considered to have occurred when the minimum concentration of the dissolved ion is 1.0 × 10–6 M.
That convention is followed in this text.

Equation (2) is a chemical rather than an electrochemical reaction in that there is no electron
transfer involved. The reaction depends on the pH but not on the electrode potential. Thus, from
Chapter 4

�Go=μo(Al2O3(s))+ 6μo(H+(aq))− [2μo(Al3(aq)+ 3μo(H2O(l))] (9)

Using the various values of μogiven earlier gives �Go = +15,540 cal/mol Al2O3 for Eq. (2).
Also from Chapter 4
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�Go= −2.303RT log K (10)

where the equilibrium constant K for Eq. (2) is

K = [H+]6

[Al3+]
(11)

Equation (10) yields

+ 15,540
cal

mol
= − 2.303

(
1.98

cal

mol. K

)
(298 K) log K (12)

or

log K= −11.436 (13)

Combining Eqs. (11) and (13) gives

3 pH+ log [Al3+] = 5.718 (14)

When [Al3+] = 1.0 × 10–6 M, then Eq. (14) gives the result pH = 3.91. This is the pH which
results when dissolved Al3+ ions of concentration 1.0 × 10–6 M react with water according to Eq.
(2). See Fig. 6.3, which summarizes the thermodynamic results so far. It can be shown easily that
Al3+ ions are stable to the left of the line pH 3.91 and Al2O3(s) is stable to the right of this line. For
example, when the pH is 7.0, the concentration of Al3+ calculated from Eq. (14) is [Al3+] = 5.2 ×
10–16M. That is, dissolved Al3+ ions are not stable for pH values greater than 3.91, but instead solid
Al2O3 is stable in that region.

Continuing with the construction of the Pourbaix diagram for aluminum, we next turn to Eq. (3),
which is a reaction depending on both the electrode potential and the pH. After Eq. (3) is first recast
as a reduction reaction, writing the corresponding Nernst equation gives
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Fig. 6.3 Partial Pourbaix diagram for aluminum at 25◦C
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E = E0− 2.303 RT

nF
log

1

[H+]6
(15)

The value of Eo for Eq. (3) is Eo = −1.550 V vs. SHE [1]. See Table 6.1. Alternately, Eo can be
calculated from the free energy change for Eq. (3) using the chemical potentials. This approach is
left as an exercise in Problem 6.6. With Eo = −1.550 V and n = 6, Eq. (15) gives

E = −1.550− 0.0591pH (16)

See Fig. 6.4, which adds this line to the thermodynamic data accumulated so far and also
summarizes the regions of stability for the various species as has been computed so far.
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Equation (4) in the set of possible reactions for the Al/H2O system can be treated in the same
fashion as Eq. (2) because both are chemical (i.e., non-electrochemical reactions). The result for
Eq. (4) is

−pH+ log [AlO2
−]=−14.644 (17)

This result is left as an exercise in Problem 6.7. When the concentration of the dissolved ion, in
this case AlO2

–, is 1.0 × 10–6 M, Eq. (17) gives the result

pH = 8.64 (18)

The Nernst equation for the electrochemical reaction in Eq. (5) gives the following result

E= − 1.262+ 0.0197 log [AlO2
−]− 0.0788 pH (19)

See Problem 6.8. When [AlO2
–] = 1.0 × 10–6 M, Eq. (19) gives

E= −1.380− 0.0788pH (20)
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Addition of the straight lines for Eqs. (18) and (20) to Fig. 6.4 gives the completed Pourbaix
diagram for aluminum shown in Fig. 6.1. The lines labeled “a” and “b” are discussed below.

When the diagram indentifies only the regions of corrosion, passivity, and immunity (rather than
citing the individual stable species), the diagram is said to be a “simplified Pourbaix diagram.”

Comparison of Thermodynamic and Kinetic Data for Aluminum

According to the Pourbaix diagram in Fig. 6.1, aluminum corrodes only at low pH and at high pH
values and does not corrode at pH values between 3.9 and 8.6. This thermodynamic information is in
excellent agreement with corrosion rate data for aluminum given earlier in Fig. 2.11 [5]. By referring
back to Fig. 2.11, it can be seen that aluminum in aerated 1 M NaCl adjusted to various pH values
has its lowest corrosion rates between pH 4 and pH 8.

Figure 6.5 shows additional corrosion data for pure aluminum and an aluminum alloy in aqueous
solutions of various pH values [6]. Again, the lowest corrosion rates for aluminum and the aluminum
alloy were at intermediate pH values. Thus, while Pourbaix diagrams do not provide actual corrosion
rates, the thermodynamic trends given by the Pourbaix diagram are expected to be consistent with
the results determined separately for experimental corrosion rates.
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Fig. 6.5 Corrosion rates of pure aluminum and aluminum alloy 2091 (minor additions of Cu, Li, and Mg and others)
in aqueous solutions of various pH values. Redrawn from [6] with the permission of Elsevier, Ltd

Pourbaix Diagram for Water

The line labeled “a” in Fig. 6.1 is for the cathodic evolution of hydrogen. In acid solutions, the
cathodic reaction is

2H+ + 2e− −→ H2 (21)

and in basic solutions, the cathodic reaction is



102 6 Thermodynamics of Corrosion: Pourbaix Diagrams

2H2O + 2e− −→ H2 + 2OH− (22)

For both Eqs. (21) and (22), the Nernst expression at 25◦C is

E= 0.000− 0.0591pH (23)

which is plotted as the “a” line in Fig. 6.1. As shown in Fig. 6.6, the reduced species (H2) in Eqs.
(21) or (22) is stable below the “a” line. Above the “a line,” the oxidized species H+ is stable in acid
solutions, and OH– is stable in basic solutions.
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Fig. 6.6 Pourbaix diagram for water at 25◦C [1]

That Eq. (23) also applies to the cathodic reaction in Eq. (22) is posed as Problem 6.9.
The line labeled “b” in Fig. 6.1 is for the anodic evolution of oxygen. At sufficiently high electrode

potentials, water molecules dissociate to liberate oxygen by the following anodic reaction:

2H2O −→ O2+ 4H++ 4e− (24)

The Nernst expression for this reaction at 25◦C and 1 atm of O2 is

E = 1.228− 0.0591 pH (25)

Equation (25) is plotted as the “b” line in Figs. 6.1 and 6.6. Below the “b” line the reduced
species (H2O) is stable, and above the “b” line the oxidized species (O2) is stable. Between the “a”
and “b” lines, water is thermodynamically stable. As stated earlier, below the “a” line, H2 evolution
is possible; and above the “b” line, O2 evolution is possible.

Figure 6.6 is referred to as the Pourbaix diagram for water because this diagram shows region of
stability for H2O (l), H+(aq), OH–(aq), H2(g), and O2(g). The “a” and “b” lines are usually super-
imposed on the Pourbaix diagrams for metals. The “a” line is of particular interest because it shows
conditions where hydrogen evolution is possible. As discussed in Chapter 2, hydrogen atoms are
formed by the reduction of H+ ions, with two hydrogen atoms combining to form one molecule of
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H2 gas. If, however, some hydrogen atoms migrate into the interior of the metal rather than com-
bining to form H2, then the presence of H atoms in stressed regions can promote stress-corrosion
cracking by the process of hydrogen embrittlement. Hydrogen embrittlement is a serious form of
failure in various metals and alloys, as will be discussed in Chapter 11.

Example 6.3: In experiments on the stress-corrosion cracking of 4340 steel (predominately iron
with minor amounts of Cr, Mn, and Ni), the local pH of the electrolyte contained within the
stress-corrosion crack attained values of 3.0–4.0, even though the pH of the bulk solution was
approximately 7. The local electrode potentials corresponding to the pH values of 3.0 and 4.0 were
–0.52 V and –0.58 V vs. SCE, respectively [7]. Is hydrogen embrittlement a possible mechanism of
stress-corrosion cracking for this alloy?
Solution: First convert the electrode potentials to the standard hydrogen scale. For pH 3.0

E vs. SCE=E vs. SHE− 0.242
−0.52 V =E vs. SHE− 0.242 V
E vs. SHE = −0.52 V+ 0.242 V = −0.28 V

Similarly, at pH 4.0, the electrode potential is

E vs. SHE = −0.58 V+ 0.242 V = −0.34 V

Each of the points (3.0, – 0.28) and (4.0, –0.34) when superimposed onto the Pourbaix diagram
for water (Fig. 6.6) or for iron (Fig. 6.8) lie below the “a” line for hydrogen evolution. Thus, hydro-
gen evolution is thermodynamically possible. Accordingly, H atoms can be formed, and hydrogen
embrittlement is a possible mechanism of stress-corrosion cracking for this alloy.

Pourbaix Diagrams for Other Metals

Pourbaix Diagram for Zinc

Figure 6.7 shows the Pourbaix diagram for zinc. (Throughout this chapter, Pourbaix diagrams are
calculated using thermodynamic data and electrode potentials given by Pourbaix [1].) The diagram
for zinc is similar to that for aluminum because zinc, like aluminum, undergoes dissolution in acid
solutions (as Zn2+ ions) and in basic solutions (as zincate ions, ZnO2

2–). This thermodynamic infor-
mation is in agreement with kinetic data in which zinc has a high corrosion rate at both low and at
high pH values, and a lower corrosion rate at intermediate pH values [8].

Pourbaix Diagram for Iron

The Pourbaix diagram for iron is shown in Fig. 6.8. This diagram is of considerable interest because
of the widespread use of iron and its alloys as structural materials. Iron can undergo corrosion in
acid or neutral solutions in two different oxidation states, i.e., Fe2+ or Fe3+. Passivity is provided by
oxide films of Fe3O4 or Fe2O3. Corrosion in alkaline solutions occurs as the complex anion HFeO2

–,
which is analogous to the dissolved ions AlO2

– and ZnO2
2– for aluminum and zinc, respectively, in

alkaline solutions.
The Pourbaix diagram for iron shown in Fig. 6.8 is constructed from the set of equilibrium reac-

tions and expressions given in Table 6.2. The simplified Pourbaix diagram for iron shown in Fig. 6.9
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Fig. 6.7 Pourbaix diagram for zinc at 25◦C. Drawn from data in [1]
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suggests three different means of corrosion protection so as to remove iron from the region of corro-
sion. For instance, a pH of 6.0 and an electrode potential of –0.4 V vs. SHE corresponds to a region
of corrosion as Fe2+ ions. The three corrosion control measures are as follows:

(1) If the electrode potential is changed in the negative direction to a value below –0.7 V SHE, the
iron electrode is forced into a region of immunity. (This process is called cathodic protection,
which has been discussed earlier in Chapter 5).
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Table 6.2 Equilibrium reactions and thermodynamic expressions for the Fe/H2O system [1]

Fe(s) −→ Fe2+(aq)+ 2e−
E = −0.440− 0.0295 log [Fe2+]

3Fe(s)+ 4H2O(l) −→ Fe3O4(s)+ 8H+(aq)+ 8e−
E = −0.085− 0.0591pH

3Fe2+(aq)+ 4H2O(l) −→ Fe3O4(s)+ 8H+(aq)+ 2e−
E = 0.980− 0.2364pH − 0.0886log[Fe2+]

2Fe2+(aq)+ 3H2O(l) −→ Fe2O3(s)+ 6H+(aq)+ 2e−
E = 0.728− 0.1773pH − 0.0591log[Fe2+]

2Fe3O4(s)+ 4H2O(l) −→ 2Fe2O3(s)+ 2H+(aq)+ 2e−
E = 0.221− 0.0591pH

Fe(s)+ 2H2O(l) −→ HFeO−2 (aq)+ 3H+(aq)+ 2e−
E = 0.493− 0.0886pH+ 0.0295 log [HFeO−2 ]

3HFeO−2 (aq)+ H+(aq) −→ Fe3O4(s)+ 2H2O(l)+ 2e−
E = −1.819+ 0.0295pH− 0.0886 log [HFeO−2 ]

Fe2+(aq) −→ Fe3+ + (aq)+ e−
E = 0.771+ 0.0591 log ([Fe3+]/[Fe2+])

2Fe3+(aq)+ 3H2O(l) −→ Fe2O3(s)+ 6H+
log[Fe3+] = −0.72− 3pH
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Fig. 6.9 Simplified Pourbaix diagram for iron at 25◦C

(2) If instead, the electrode potential is changed in the positive direction to values above approx-
imately 0.0 V vs. SHE, the iron electrode is forced into a region of passivity. This process is
called anodic protection and will be taken up further in Chapter 9.



106 6 Thermodynamics of Corrosion: Pourbaix Diagrams

(3) The third method of protection is to change the pH of the aqueous solution. If the pH is increased
to approximately 8 or higher, the iron electrode will then also reside in a region of passivity.

Figure 6.10 shows a drawing (after Marcel Pourbaix) which illustrates in an amusing but striking
manner the differences between immunity, passivity, and corrosion for iron.

Fig. 6.10 A humorous look at the Pourbaix diagram for iron (after a colleague of M. Pourbaix). Figure kindly
provided by A. Pourbaix of CEBELCOR (Centre Belge d’Etude de la Corrosion)

Pourbaix Diagrams for Additional Metals

The Pourbaix diagram for chromium is shown in Fig. 6.11. A distinguishing feature of this diagram
is that the passivity of chromium can be destroyed by increasing the electrode potential (at a given
pH). For instance, at pH 7 and an electrode potential of –0.4 vs. SHE, the chromium electrode resides
in a region of passivity. But by increasing the electrode potential, the electrode can be shifted into a
region of corrosion (as chromate ions). This phenomenon in which corrosion occurs at high electrode
potentials (beyond the existence of passivity) is called transpassive dissolution.

Figure 6.12 shows the Pourbaix diagram for copper. An interesting feature of the diagram is that
the oxidation reactions occur at electrode potentials above the “a” line for hydrogen evolution. Thus,
the specific reactions

Cu+ 2H+ −→ Cu2++H2 (26)

or

2Cu+ H2O −→ Cu2O+ H2 (27)
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Fig. 6.11 Pourbaix diagram for chromium at 25◦C. Drawn from data in [1]

are not thermodynamically favored. That is, copper cannot be oxidized by hydrogen ions or by water
molecules to produce H2 gas (because the product H2 is not stable in regions where Cu2+ or Cu2O
exists). Instead of Eq. (27), the following reaction is favored:

2Cu+ H2O −→ Cu2O+ 2H+ + 2e− (28)
Compare this feature of the copper diagram with the Pourbaix diagrams for aluminum, zinc, and,

iron, for example.
Figures 6.13 and 6.14 show Pourbaix diagrams for two noble metals silver and palladium,

respectively, each of which are used as electronic materials, as dental alloys, and in jewelry. In
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addition, palladium finds an important application in catalytic converters used to reduce emissions
of hydrocarbons from gasoline-powered vehicles.
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Applications of Pourbaix Diagrams to Corrosion

Several applications of Pourbaix diagrams to corrosion have already been considered. Various
applications can be catalogued as follows [1, 2]:
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(1) The resistance of metals to uniform corrosion in aqueous solutions.
(2) The basis for establishing which metals can be expected to have passivity over a wide range of

conditions of pH and potential.
(3) Evaluation of the possible use of oxidizing inhibitors.
(4) Identification of the set of internal conditions within a localized corrosion cell.

The first application listed above, i.e., the corrosion resistance of metals in aqueous solutions has
already been treated here in some detail. This method is based on establishing pH–potential domains
of corrosion, passivity, and immunity.

The basis for establishing which metals can be passive over a wide range of conditions of pH
and potential lies in examining the Pourbaix diagrams for various metals. For instance, the Pourbaix
diagram for titanium, given in Fig. 6.15, shows that titanium exhibits passivity over a wide range of
pH values due to its stable oxide film, although titanium is susceptible to corrosion in acid solutions.
The Pourbaix diagram for tantalum, shown in Fig. 6.16, is even more appealing. As seen in Fig. 6.16,
tantalum is either immune to corrosion or forms a passive oxide over the entire potential–pH range.
Tantalum is known to be one of the most corrosion-resistant metals available and is used in a variety
of applications. However, as pointed out by Macdonald et al. [9], tantalum is subject to corrosion in
solutions where the complex ion tantalate (TaO3

–) can be formed.
An example involving Pourbaix diagrams and corrosion inhibitors is provided by the use of chro-

mates to inhibit the corrosion of iron in nearly neutral solutions. The chromate ion containing Cr6+

is reduced to Cr3+ by the following reaction:

2CrO2−
4 (aq)+ 10H+(aq)+ 6e− −→ Cr2O3(s)+ 5H2O(l) (29)

(Compare this reaction with the transpassive dissolution of chromium.) By superimposing the
region of stability for Cr2O3 onto the Pourbaix diagram for iron, as in Fig. 6.17, it can be seen that
there is a region of overlap where the oxides Fe2O3 and Cr2O3 are both stable (the cross-hatched
region in Fig. 6.17). In addition, Fig. 6.17 shows that it is possible to prevent the corrosion of Fe
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as Fe2+ at approximately neutral pH values through the formation of a Cr2O3 passive film. The
surface analysis of oxide films formed on iron in chromate solutions has shown that the passive film
is a bilayer consisting of an outer layer of Cr2O3 and an inner layer of Fe2O3 [10]. Thus, films of
Cr2O3 are responsible for corrosion inhibition by chromates, as predicted on the basis of corrosion
thermodynamics.
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Pourbaix diagrams can also be applied to localized corrosion processes. Pourbaix diagrams are
useful in identifying potential–pH conditions which exist within a localized corrosion cell (crevice,
corrosion pit, or stress-corrosion crack), provided that the values of E and pH pertain to the local
electrode potential and to the internal pH, as in Example 6.3. Further applications to localized
corrosion are taken up in Chapter 10 and Chapter 11.

Limitations of Pourbaix Diagrams

Pourbaix diagrams provide a first guide as to the corrosion behavior of a given metal. Despite their
usefulness, as seen above, however, Pourbaix diagrams are subject to several important limitations.
These limitations are as follows:

(1) Equilibrium is assumed. (But in practical cases, the actual conditions may be far from
equilibrium.)

(2) Pourbaix diagrams give no information on actual corrosion rates.
(3) Pourbaix diagrams apply to single elemental metals only and not to alloys. (For a solid solution

binary alloy, the Pourbaix diagrams of the two constituents may be superimposed as a first
estimate, as will be shown later. For engineering alloys, experimental Pourbaix diagrams may
be developed, as will be seen in Chapter 10).

(4) Passivation is ascribed to all oxides or hydroxides, regardless of their actual protective prop-
erties. (Corrosion may sometimes proceed by diffusion of ions through oxide films, a process
which is ignored in the construction of the diagrams).

(5) Pourbaix diagrams do not consider localized corrosion by chloride ions. (Special experimental
diagrams must be constructed, as will be seen in Chapter 10.)

(6) Conventional Pourbaix diagrams apply to a temperature of 25◦C. (Pourbaix diagrams exist for
elevated temperatures, and examples are given later.)

Pourbaix Diagrams for Alloys

As mentioned above, one of the limitations of Pourbaix diagrams is that the diagrams can be cal-
culated rigorously only for single elemental metals. However, Pourbaix diagrams can extended to
metal alloys by three approaches:

(1) For binary solid solution alloys, the two individual Pourbaix diagrams may be superimposed
onto each other.

(2) In the case of a mixed binary oxide, the corresponding Pourbaix diagram can be calculated if all
appropriate thermodynamic data are available.

(3) For more complex alloys, including engineering alloys, experimental Pourbaix diagrams can be
determined from electrochemical polarization measurements, as will be seen in Chapter 10.

Copper and nickel form solid solution alloys over their entire composition range; so as a first
guide as to corrosion trends for Cu-Ni alloys, the Pourbaix diagrams for copper and nickel can
be superimposed, as shown in Fig. 6.18. This superposition implies that each of the two metals
behaves independently of the other. This assumption is reasonable for solid solution alloys but not
for heterogeneous alloys where galvanic effects may arise from the existence of second phases.
Figure 6.18 shows that there are regions of potential vs. pH where the preferential dissolution of
copper or nickel occurs, as well as regions where both metals undergo dissolution. Films of either
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Cu2O, CuO, or NiO provide passivity at neutral to mildly alkaline pHs. In practice, alloys of Cu–10%
Ni and Cu–30% Ni find wide usage in various freshwater and seawater applications.

When thermodynamic information exists for mixed metal oxides, the Pourbaix diagrams can be
calculated using such information. Examples include the Fe-Cu-H2O system for the mixed oxide
FeCuO2 [11] and the Fe-Cr-H2O system for the mixed oxide FeCr2O4 [12]. Pourbaix diagrams have
been computed also for other binary alloys [12] although these diagrams tend to be unduly complex,
given their limitations.

Pourbaix Diagrams at Elevated Temperatures

The construction of Pourbaix diagrams at elevated temperatures is similar to their construction at
25◦C, except that it is necessary to add a temperature correction for the free energy change of each
individual reaction. The temperature affects:

(1) the electrode potential E of electrochemical reactions through the relationship �G = – nFE, in
which the free energy change �G is a function of temperature,

(2) the Nernst equation, through the factor (2.303RT/F),
(3) the equilibrium constant K in non-electrochemical reactions through the relationship

�G = – RT ln K, where �G and (of course) T are temperature dependent.

Consider the thermodynamic cycle shown in Fig. 6.19, which relates a chemical reaction at 25◦C
(29)8 K) to the same reaction at an elevated temperature T. As shown in Appendix B, the standard
free energy change �Go

T at temperature T is related to the standard free energy change �Go
298 at

25◦C by the following expression:
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Fig. 6.19 Thermodynamic cycle for a chemical reaction at two different temperatures

�Go
T = �G0

298 +
∫ T

298

�Co
pdT − T

∫ T

298

�Co
pd ln T − (�T)�So

298
(30)

where �Cp
o is a difference in heat capacities given by �Cp

o = Cp
o (products) – Cp

o (reactants),
�T = T – 298, and �S298

o is the standard entropy change at 25◦C.
The heat capacities required in Eq. (30) are either measured or estimated. Ionic entropies are

usually estimated by the empirical correlation method of Criss and Cobble [13, 14] which relates
entropies at elevated temperatures to entropies at 298 K.

One of the first Pourbaix diagrams for elevated temperatures was constructed by Townsend [15],
who calculated the diagram for iron at temperatures up to 200◦C. The 25◦C and 200◦C diagrams
are compared in Fig. 6.20. The two diagrams are similar, with the main difference being that the
regime of stability for the complex ion HFeO2

– increases with increasing temperature. In addition,
the reaction

2HFeO−
2
−→ Fe2O3 + H2O+ 2e− (39)

was considered to occur at high temperatures but not at 25◦C. In the Pourbaix diagram for iron
at 200◦C, the regions between the complex ion HFeO2

– and the oxides Fe3O4 and Fe2O3 are
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shown as bands rather than lines due to uncertainties in the calculation of �Go as a function of
temperature [15].

Pourbaix diagrams have been constructed by Cowan and Staehle [16] for the Ni-H2O system
in the temperature range of 25–200◦C. Analogous to the case for iron, the range of stability of
a complex ion HNiO2

– increases with increasing temperature, but for the most part, the Ni–H2O
diagram at elevated temperatures retains the same general features as the diagram at 25◦C.

Pourbaix diagrams at elevated temperatures are available for a variety of single metals and alloys
[9, 15–19].

Problems

1. The following electrode potentials were observed after a 1-year immersion period in natural
seawater of pH 8.0 [20]:

Mild steel –0.65 V vs. SCE
Zinc –1.02 V vs. SCE
Mild steel/zinc couple – 0.95 V vs. SCE

(a) Refer to the appropriate Pourbaix diagrams and indicate what behavior is expected for each
of the two uncoupled electrodes. (b) Based on the Pourbaix diagrams, what behavior is expected
for the mild steel and zinc components in the short-circuited couple? (c) Is the behavior in part
(b) consistent with that predicted based on the galvanic couple approach in Chapter 5?

2. Suppose that an acid flux is inadvertently left on the surface of a silver contact and that in the
presence of a thin film of condensed moisture, the acid residue has a pH of 5.0. Under what
range of electrode potentials could the corrosion of silver occur in the thin-film electrolyte?

3. Palladium (like gold and platinum) is a noble metal. However, the Pourbaix diagram for pal-
ladium (Fig. 6.14) contains a region where palladium is subject to corrosion. Can palladium
corrode by the following reaction:

Pd(s)+ 2H+(aq) −→ Pd2+(aq)+ H2(g)

Explain your answer.
4. The electrode potential of titanium immersed in a sulfuric acid solution of pH approximately 1

was measured to be –0.70 V vs. SCE [21]. (a) Confirm that titanium undergoes active corrosion
under these conditions and (b) consult the Pourbaix diagram to suggest three different means to
provide corrosion protection.

5. In the interpretation of Pourbaix diagrams, corrosion is considered to occur when the concentra-
tion of dissolved metal ions attains a minimum concentration of 1.0 × 10–6 M. Suppose that a
0.50-cm2 sample of aluminum immersed in 1.0 L of an aqueous solution corrodes at a constant
current density of 100 μA/cm2. How long will it take to produce a concentration of 1.0 × 10–6

M Al3+?
6. Calculate the standard reduction potential Eo for the reaction

Al2O3(s)+ 6H+(aq)+ 6e− −→ 2Al(s)+ 3H2O(l)

given the following chemical potentials (in calories per mole): μo(Al2O3(s)) = − 384,530,
μo(H2O(l)) = – 56,690.
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7. For the chemical reaction

Al2O3(s)+ H2O(l) −→ 2AlO−2 (aq)+ 2H+(aq)

show the result given in Eq. (17), i.e.,

−pH+ log[AlO−2 ] = −14.644

8. For the electrochemical reaction

Al(s)+ 2H2O(l) −→ AlO−2 (aq)+ 4H+(aq)+ 3e−

show the result given in Eq. (19), i.e.,

E = −1.262+ 0.0197 log [AlO−2 ]− 0.0788 pH

9. For the cathodic evolution of hydrogen from neutral or basic solutions

2H2O(l)+ 2e− −→ H2(g)+ 2OH−(aq)

for which the standard electrode potential is Eo = − 0.828 V vs. SHE, show that

E = 0.000− 0.0591pH

10. Refer to the Pourbaix diagram for chromium in Fig. 6.11. The equilibrium reaction for the line
separating the regions of passivation by Cr2O3 and transpassive dissolution as chromate ions
(CrO4

2–) corresponds to the reaction

2CrO2−
4 (aq)+ 10H+(aq)+ 6e− −→ Cr2O3(s)+ 5H2O(l)

Show that the reduction potential for this half-cell reaction depends on both the pH and the
concentration of dissolved chromate ions. The standard electrode potential for the reduction
reaction is Eo = 1.311 V vs. SHE.

11. Refer to Fig. 6.15, which is the Pourbaix diagram for titanium.

(a) Write the electrochemical half-cell reactions for the step-wise oxidation of titanium by the
following reactions

Ti (s) to TiO (s)
TiO (s) to Ti2O3 (s)
Ti2O3 (s) to TiO2 (s)

Note: H2O is a reactant in each of the above reactions.
(b) What is the slope dE/dpH for each of these reactions?

12. The following thermodynamic data are for the Mg/H2O system [1].

Dissolved substances μo (cal/mol)
Mg2+ − 108,990
H+ 0

Solid substances
Mg 0
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Mg(OH)2 – 199,270

Liquid substances
H2O – 56,690
The chemical reactions involving these species are

Mg −→ Mg2++2e− Eo (reduction) vs. SHE = −2.363V
Mg+ 2H2O −→ Mg(OH)2 + 2H+ + 2e− Eo (reduction) vs. SHE = −1.862V
Mg2+2H2O −→ Mg(OH)2 + 2H+

Calculate and construct the Pourbaix diagram for magnesium, assuming that the passivity of
magnesium is provided by a layer of solid Mg(OH)2. Label all regions of corrosion, passivity,
and immunity.

13. Construct the Pourbaix diagram for iron from the set of electrochemical and chemical equilibria
given in Table 6.2. Label all regions of corrosion, passivity, and immunity.

14. If iron is immersed in a solution of pH 3.0, what electrode potential must be maintained to
prevent the evolution of hydrogen gas?

15. In a study on the corrosion of iron in model crevices or pits, Pickering and Frankenthal [22]
observed the egress of gas bubbles from the surface of iron contained in the model crevice.
For a solution of 0.5 M sodium acetate/0.5 M acetic acid (pH 5.5) contained in the crevice,
the electrode potential within the crevice was measured to be –0.5 V vs. SHE [23]. Based on
thermodynamic considerations, what gas was evolved?

16. Consult the Pourbaix Atlas [1] or other suitable source for the Pourbaix diagram for niobium.
How does this diagram compare with that for tantalum? Based on the location of niobium and
tantalum in the periodic table of the elements, would you expect the two Pourbaix diagrams to
be similar?
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Chapter 7
Kinetics of Corrosion

Introduction

As seen in the previous chapter, potential–pH diagrams (Pourbaix diagrams) are a useful first guide
as to the corrosion behavior of many different systems. However, Pourbaix diagrams do not give
any information as to corrosion rates. Although a given reaction may be spontaneous, it does not
necessarily proceed at a fast rate. The reaction may in fact proceed “slowly” rather than “quickly”,
but we cannot determine this difference from thermodynamics alone.

This chapter deals with the rates of corrosion reactions. The corrosion rate of a given metal or
alloy in its environment is a crucial factor in determining the lifetime of both structural and electronic
materials.

Units for Corrosion Rates

Various units have been used to express corrosion rates. These include weight loss per unit area per
unit time, penetration rates, and electrochemical rates. There is no standard unit to express corrosion
rates, and many different units have been used, as given in Table 7.1.

Methods of Determining Corrosion Rates

Corrosion rates for metals undergoing uniform corrosion can be determined by any of the following
methods:

(a) Weight loss
(b) Weight gain
(c) Chemical analysis of solution
(d) Gasometric techniques (when one of the reaction products is a gas)
(e) Thickness measurements
(f) Electrical resistance probes
(g) Inert marker method
(h) Electrochemical techniques

Each of these methods is discussed briefly below. Most of this chapter, however, concerns the
measurement of corrosion rates by means of the electrochemical polarization method.

119E. McCafferty, Introduction to Corrosion Science, DOI 10.1007/978-1-4419-0455-3_7,
C© Springer Science+Business Media, LLC 2010
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Table 7.1 Some units
commonly used to express
corrosion rates

Weight loss
g/cm2 h
g/cm2 day
g/m2 h
g/m2 day
mg/m2 s
mdd (mg/dm2 day)

Penetration
ipy (inches per year)
mpy (mils per year)a

mm/year
μm/year

Corrosion current density
μA/cm2

mA/cm2

A/cm2

A/m2

a1 mil = 0.001 in.

Weight Loss Method

In this method, previously weighed metal samples are removed from the solution or the environment
at various timed intervals, and the loss in weight due to metallic corrosion is determined (per unit
area of the sample). For this method to be accurate, any solid corrosion products must be removed
from the metal surface.

If the corrosion products are loose and non-adherent, they can be removed by mechanical means.
Tight and adherent corrosion products can be removed by chemical or electrochemical methods,
which are usually specific to the metal or the alloy being tested [1].

Figure 7.1 shows an example of weight loss data for the uniform corrosion of aluminum alloy
7075 in 0.5 M hydrochloric acid [2]. After an initial incubation period of about 2 h., the rate of
weight loss becomes constant with time. The corrosion rate is simply the slope of the straight line,
as shown in the figure.

Figure 7.2 shows weight loss data taken for a much longer period of time for the atmospheric
corrosion of various steels exposed in the natural atmosphere of Kearney, New Jersey [3, 4]. Note
that the time axis is in years of exposure and that the corrosion rate is not constant over the entire
exposure period. The instantaneous corrosion rate at any given time is the slope of the tangent line
drawn at that given time. (The trends shown in Fig. 7.2 hold for up to 20 years [3, 4].)

Weight Gain Method

This method is generally not useful in aqueous corrosion studies but is more suited to dry oxidation
where oxide films or products are more adherent than is in the case of aqueous corrosion. Laboratory
weight gain measurements in dry environments have the useful feature that the gain in weight can
be measured continuously and without removal of the specimen from the environment.
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Fig. 7.1 Weight loss vs. time for Al alloy 7075 in 0.5 M HCl [2]. (Al alloy 7075 contains approximately 5% Zn, 1%
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Fig. 7.2 Corrosion–time curves for the atmospheric corrosion of various steels exposed in the natural atmosphere of
Kearney, New Jersey. Redrawn from [3] by permission of ECS – The Electrochemical Society

Chemical Analysis of Solution

When a metal undergoes corrosion in an electrolyte of a fixed volume, cations of the corroding
metal will accumulate in the solution. Accordingly, the solution becomes more concentrated in the
dissolved cation with the progression of time. Thus, chemical analysis of withdrawn aliquots of the
solution as a function of time allows determination of the corrosion rate.

Figure 7.3 shows chemical analysis data for the corrosion of aluminum alloy 7075 in 0.5 M HCl
corresponding to the weight loss data in Fig. 7.1. From Fig. 7.3, the corrosion rate is 4.80× 10–3 mol
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Al3+/cm2 day. This corrosion rate is converted to the rate in terms of weight loss by the following
simple calculation:

(
4.80 × 10−4molesAl+3

cm2hr

) (
1 mole Al

1 mole Al+3

) (
27.0 gm Al

1 mole Al

)
= 0.0130 gm Al

cm2hr

The use of standard colorimetric techniques in the visible range is a common method for chemi-
cal analysis of solutions. This method depends on the formation of a colored complex, the intensity
of which is proportional to the concentration of the complex formed and correspondingly to the
concentration of the dissolved cation in solution. The intensity of the complex is determined by mea-
suring the percent transmittance at a given wavelength of light and by comparison with a previously
prepared standard plot.

The specific colorimetric technique to be used depends on the particular cation to be ana-
lyzed, and standard reference texts should be consulted for more details [5]. The corrosion rate
of iron, aluminum, or titanium in different environments has been determined using various specific
colorimetric procedures [6–10].

Another useful method for chemical analysis of solutions is atomic absorption spectrophotometry.
The sample size required for this method is very small (typically about 10 mg). The sample is
accurately weighed and then sprayed into the flame of the instrument and atomized. Again, light
of a suitable wavelength for a particular element is directed through the flame, and some of this
light is absorbed by the atoms of the sample. The amount of light absorbed is proportional to the
concentration of the element in the solution. The method is sensitive to trace elements down to the
parts per million level [11].

Gasometric Techniques

When aluminum (or a dilute alloy of aluminum) corrodes in acid solutions, the overall ionic
reaction is
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Al

Al (s) + 3 H + (aq) Al+3 (aq) + 3
2

H2 (g)

Measure
weight loss

Measure 
concentration

of Al+3 Measure volume
of H2 evolved

Changes in pH
are usually too 
small to be 
measured
quantitatively

or: Al (s)             Al +3 (aq) + 3 e –

3 H+ (aq) + 3 e – 3
2 H2 (g)

Electrochemical 
measurements

Fig. 7.4 Various ways to determine the corrosion rate of an aluminum alloy immersed in an acid solution

Al(s)+ 3H+(aq)Al3+(aq)+ 3

2
H2(g)

As depicted in Fig. 7.4, the corrosion rate may be determined by measuring the change in amounts
of reactant Al or of products Al3+ or H2 as the reaction proceeds.

Figure 7.5 shows data for the volume of hydrogen gas evolved for corrosion of aluminum alloy
7075 in 0.5 M HCl corresponding to the weight loss data in Fig. 7.1. From Fig. 7.5, the rate of hydro-
gen evolution is 16.1 ml H2 (STP)/cm2 h, where STP refers to conditions of standard temperature
(0◦C) and pressure (1 atm).

Example 7.1: Convert the rate of hydrogen evolution in Fig. 7.5 to the corresponding weight loss of
metallic aluminum in terms of grams per square meter hour.
Solution: We use the fact that under conditions of STP, 1 mol of a gas occupies 22.4 L. Thus

(
16.1 mL H2(STP)

cm2h

) (
1L

1000 mL

) (
1 mol H2

22.4 L H2(STP)

)

×
(

1 mol Al
3
2 mol H2

)
×
(

27.0 g Al

1 mol Al

)
= 0.0129 g Al

cm2h
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Thickness Measurements

Measurement of the thickness of a metal as a function of time is a method to monitor the corrosion
behavior of a system [12]. This method is used to survey the practical corrosion behavior of a system
in service, rather than as a laboratory technique, and has been used to track the progress of corro-
sion in railroad hopper cars, storage tanks, and pipelines. Thickness measurements are based on the
response of a specimen to an ultrasonic or a magnetic signal.

Electrical Resistance Method

Electrical resistance methods depend on an increase in the electrical resistance as a test metallic film
or wire is thinned due to corrosion [12, 13]. For example, the resistance of a metal wire of length l
and area A is given by R = ρl/A, where ρ is the resistivity. As the area A of the metal wire decreases
due to corrosion, the resistance R increases. These types of instruments are commercially available
and are generally used to monitor the progression of corrosion rather than to determine the actual
corrosion rate. One drawback of this method is that conductive deposits on the sensor elements will
distort the resistance reading. However, this method is useful for solutions of low conductivity or for
non-aqueous solutions.

Inert Marker Method

This is a novel experimental method which is suited to the laboratory and requires a sophisticated
ion implantation system. In this method, an inert marker, such as ion-implanted Xe (xenon), is used
in conjunction with the surface analysis technique of Rutherford backscattering (RBS). Ion implan-
tation is a technique in which any ion can be placed in the near-surface region of any substrate
(including metals), by allowing a high-energy beam of a selected ion to bombard the metal surface.
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More information about ion implantation is given in Chapter 16. The RBS method is a surface anal-
ysis method which uses He atoms (α particles) as collider particles to probe the composition of a
surface. This method is described in detail elsewhere [14].

Figure 7.6 shows RBS data for the ion-implanted Xe in pure titanium before immersion into
boiling 1 M H2SO4 and for two different brief immersion times [10]. After immersion, the Xe signal
is diminished as the titanium sample corrodes.

Corrosion rates were determined in the following manner. It is assumed that the shape of the
Xe profiles in Fig. 7.6 is changed only by the removal of Xe atoms from the surface as the surface
moves inward. The shift in energy of the remaining Xe profile with respect to the initial profile
(before corrosion) is converted into a thickness of material removed by means of a well-known
energy loss rate d(Energy)/dx for He ions in titanium. For example, 2.5 MeV He ions incident on the
sample that are scattered by a Xe atom and are subsequently detected have an effective d(Energy)/
dx = 0.9 keV nm–1 (1 nm = 1.0 × 10–9 m). If an energy shift of 10 keV is measured in the Xe
profile, the thickness of the material removed t is 10 keV/0.9 keV nm–1 = 11.1 nm.

Fig. 7.6 Rutherford backscattering (RBS) profiles for Xe implanted into titanium before and after immersion in
boiling 1 M H2SO4 [10]. Reproduced from [10] with the permission of Elsevier, Ltd
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Fig. 7.7 Top: Titanium thickness removed as a function of immersion time in boiling 1 M H2SO4 as determined from
RBS profiles. Bottom: Colorimetric analysis of dissolved titanium in boiling 1 M H2SO4 assuming the anodic reaction
is Ti→ Ti2+ + 2e–. Reproduced from [10] with the permission of Elsevier, Ltd

In this manner, Fig. 7.7(top), which is a plot of titanium thickness removed as a function of time,
was determined. After an initial incubation time of approximately 15 s to remove the initial air-
formed oxide film, the rate of titanium dissolution was constant. From Fig. 7.7(top), the corrosion
rate is 2.2 nm/s. The use of the density of titanium (4.51 g/cm3) gives the corrosion rate to be
3.6 mg/cm2 h, in approximate agreement with the rate of 2.2 mg/cm2 h determined by colorimetric
analysis of the solution for dissolved titanium. See Fig. 7.7 (bottom).

Electrochemical Techniques

Each of the methods described above has an application in either the laboratory or the field. But
none of the methods above can provide insights into the underlying mechanism of corrosion.
Electrochemical techniques have this capability and in addition offer the possibility of mitigating
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corrosion by controlling the electrode potential. There are various methods of determining the cor-
rosion rate by electrochemical techniques, but this chapter will consider only the direct current (DC)
polarization method and its offshoots. Alternating current (AC) techniques, which are very power-
ful in determining corrosion rates and in monitoring the progress of corrosion, are treated later in a
separate chapter.

Electrochemical Polarization

Electrochemical polarization (usually referred to simply as “polarization”) is the change in electrode
potential due to the flow of a current. There are three types of polarization:

(1) Activation polarization is polarization caused by a slow electrode reaction.
(2) Concentration polarization is polarization caused by concentration changes in reactants or

products near an electrode surface.
(3) Ohmic polarization is polarization caused by IR drops in solution or across surface films, such

as oxides (or salts).

The degree of polarization is defined as the overvoltage (or overpotential) η given by the following
equation:

η = E − Eo (1)

where E is the electrode potential for some condition of current flow and Eo is the electrode potential
for zero current flow (also called the open-circuit potential, corrosion potential, or rest potential).
Note that the electrode potential of zero current flow Eo should not be confused with the standard
electrode potential Eo, which plays a prominent role in corrosion thermodynamics.

Anodic and Cathodic Polarization

Either an anode or a cathode can be polarized:

Anodic polarization is the displacement of the electrode potential in the positive direction so
that the electrode acts more anodic.

Cathodic polarization is the displacement of the electrode potential in the negative direction so
that the electrode acts more cathodic.

These processes are represented schematically in Fig. 7.8.

Visualization of Cathodic Polarization

Consider the hydrogen evolution reaction occurring at a metal surface. First, hydrogen atoms are
produced by the reduction reaction

2H+ + 2e− → 2Hads, (2)
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Fig. 7.8 Schematic representation of anodic and cathodic polarization

followed by their combination:

2Hads → H2 (3)

The process of activation polarization involves a slow step in the electrode reaction. Suppose that
electrons are supplied to the metal electrode faster than they can react to form H atoms, as represented
in Fig. 7.9. Then the concentration of electrons is increased at the metal side of the interface. The
result is that the electrode potential E becomes more negative, due to activation polarization [15].

Suppose instead that there are concentration effects near the electrode surface for the hydrogen
reduction reaction. If reactant hydrogen ions H+ are slow to diffuse to the electrode surface, as illus-
trated in Fig. 7.10, then electrons again can accumulate at the metal side of the interface. The result
is that the electrode potential E again becomes more negative, but this time due to concentration
polarization [15].

Visualization of Anodic Polarization

Consider the following anodic reaction:

Fe→ Fe2++2e− (4)

Suppose that the oxidation of Fe atoms to Fe2+ ions is slow. Then electrons exit the electrode
faster than Fe atoms leave the metal matrix, as illustrated in Fig. 7.11. This means that the electron
concentration is decreased at the metal side of the interface. The electrode potential E thus becomes
more positive due to activation polarization [15].

Suppose next that the products of the anodic reaction, i.e., Fe2+ ions, are slow to diffuse away from
the metal surface, as represented in Fig. 7.12. Then the surface becomes more positively charged due
to the accumulation of Fe2+ ions. The electrode potential E again becomes more positive, but this
time due to concentration polarization [15].
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Cathodic polarization (activation)
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Fig. 7.9 Schematic representation of activation polarization for a cathode

Cathodic polarization (concentration)

Suppose H + ions are slow to move into the electrical 
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Fig. 7.10 Schematic representation of concentration polarization for a cathode
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Suppose the reaction is slow.

Then, electrons exit from the surface faster than Fe atoms
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Fig. 7.11 Schematic representation of activation polarization for an anode

Anodic polarization (concentration)

Suppose the products are slow to diffuse away from the
interface.

Again, the surface becomes more positively charged.

E becomes more (+) due to concentration polarization.
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Metal Solution

Fe

Fe +2
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Fig. 7.12 Schematic representation of concentration polarization for an anode

Ohmic Polarization

Ohmic polarization within a solution is due to the inability to place the reference electrode directly
at the metal surface under investigation, as illustrated in Fig. 7.13. As mentioned in Chapter 3,
the use of a Luggin–Haber capillary minimizes the error due to IR drops [16–18]. Barnartt [16]
found that the current distribution around an electrode surface is unaffected if the distance between
the electrode and the capillary is twice the capillary outer diameter. The term IRsolution is usually
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Fig. 7.13 Schematic representation of ohmic polarization in an aqueous solution

negligible for high-conductivity solutions, such as most aqueous solutions, but can be a problem for
low-conductivity solutions, such as organic media, and for some soils.

If the IR drop is due to the existence of a surface film on a metal, such as an oxide, hydroxide,
oxyhydroxide, or salt film, then such films are usually understood to be part of the system and the
electrode potential is considered to be that for the total system: metal/film/solution.

Electrode Kinetics for Activation Polarization

The remainder of this chapter deals with corrosion kinetics when both the anodic and the cathodic
processes are under activation polarization. Situations in which concentration polarization occurs are
treated in Chapter 8.

Absolute Reaction Rate Theory

The electrode kinetics of activation polarization is treated using the absolute reaction rate theory
of Glasstone, Laidler, and Eyring [19]. According to the absolute reaction rate theory, a reaction
proceeds along a reaction co-ordinate which measures the extent of the reaction. For reactants to be
converted into products, a transitory state is first reached, in which an “activated complex” is formed.
Formation of such a complex requires overcoming a free energy barrier of height �G�=, as shown in
Fig. 7.14. For the general reaction

A+ B→ [AB]�= → products (5)
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Fig. 7.14 Diagram of a free energy barrier to a chemical reaction

where [AB] �= is the activated complex. The rate of the reaction depends on the concentration of
activated complexes and their rate of passage over the energy barrier. A result of absolute reaction
rate theory is that the rate constant is given by the following equation:

rate constant =kT

h
e−�G�=/RT (6)

The derivation of this equation is given in Appendix C. According to Eq. (6), the larger the free
energy barrier �G�=, the smaller the rate constant (and thus the lesser the rate of the reaction). This
expression will be used in the sections to follow.

Electrode Kinetics for Non-Corroding Metals

Consider a substance Z in equilibrium with its ions Zn+. Some examples are the following:

(1) Cu in equilibrium with Cu+ ions (see Fig. 7.15)

Cu(s) � Cu+(aq)+ e− (7)

Cu Cu+

Cu Cu+

iCu

iCu

Metal Solution

Fig. 7.15 The equilibrium between a solid copper metal and its dissolved ions. At equilibrium the rate of Cu+

dissolution is equal to the rate of Cu deposition
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(2) Pb in equilibrium with Pb2+ ions

Pb(s) � Pb2+(aq)+ 2e− (8)

(3) Pt supporting the reaction

Fe3+(aq)+ e− � Fe2+ (9)

(4) Pt supporting the reaction

2H+(aq)+ e− � H2(g) (10)

At equilibrium, the rate of oxidation of Z is equal to the rate of reduction of Zn+. That is

→| iZ| =
←
iZ = io (11)

where
→| iZ| is the cathodic current density for the reduction reaction:

Zn+(aq)+ ne− → Z(s) (12)

and
←
iZ is the anodic current density for the oxidation reaction

Z(s)→ Zn+(aq)+ ne− (13)

and io, the rate of the reaction in either direction at the equilibrium open-circuit potential Eo, is

called the exchange current density. The currents
→
iz and

←
iz flow in opposite directions. The sign of

the cathodic current
→
iz is negative, and the sign of the anodic current

←
iz is positive.

At the open-circuit potential, the net rate of the reaction is zero. For the net cathodic rate at
open-circuit potential Eo,

| →inet | = |
→
iz | −←−iz = 0 (14)

At the open-circuit potential Eo, the net rate of the anodic reaction is also zero (15):

←−
inet =←−iz −|

→
iz | = 0 (15)

As described by Bockris and Reddy [20], there is a “two-way traffic” of electrons in and out of
the electrode at equilibrium. The net rate of traffic is zero, but there is traffic flow in either direction.

It is possible to directly measure Eo at the open-circuit potential, but it is not possible to directly
measure io at the open-circuit potential. To measure io, it is necessary to perturb the system from
equilibrium. When the reaction is activation controlled, i.e., when metal atoms pass into solution by
transcending an energy barrier, then Fig. 7.14 applies.
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Fig. 7.16 Effect of a change in electrode potential on the height of the free energy barrier. When the potential is
changed from Eo to some new electrode potential E, the shape of the free energy curve is changed from the solid line
to the dotted line

Consider the oxidation of Z(s) to Zn+ (aq). If the electrode potential is changed from Eo to some
other value E, the rate of oxidation is either raised or lowered to some new value i depending on
whether the free energy barrier �G�= is raised or lowered. If the free energy barrier is lowered, as in
Fig. 7.16, then

�G�= = �G�=o − αnF(E − Eo) (16)

where �Go
�= is the free energy barrier at Eo, and α is a dimensionless parameter (between 0 and 1,

but usually 0.5). The parameter α is a measure of the symmetry of the free energy barrier as modified
by the new applied potential E. When α = 0.5, the degree of decrease in the free energy barrier in
the forward direction is the same as its degree of increase in the reverse direction.

Substitution of Eq. (16) in Eq. (6) gives

rate constant = kT

h
e− [�G�=o −αnF(E−Eo)]/RT (17)

or

rate constant = kT

h
e−�G�=o /RT eαnF (E−Eo)/RT (18)

From Fig. 7.17, the total current i across a surface of area A is

I = (rate constant)CsurfnFA (19)

where Csurf is the concentration of the surface reactant. (In this case the surface concentration of the
species Z.). Substitution of Eq. (18) in Eq. (19) and setting I/A = i gives the anodic current density
to be
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Fig. 7.17 Current flow across the surface of an electrode

←
iZ = I

A
= kT

h
e−�G�=o /RT × eαnF(E−EO)/RT Csurf

Z nF (20)

When E = Eo,
←
iZ = io and Eq. (20) becomes

io = kT

h
e
−
[
�G�=o /RT

Csurf
Z nF (21)

Use of Eq. (21) in Eq. (20) gives

←
iZ = io eαnF(E−Eo)/RT (22)

Similarly, the rate of the back reaction (reduction reaction) is

|→iZ | = io e−(l−α) n F (E−Eo)/RT (23)

The net anodic reaction is thus

←
inet =

←
iZ − |

→
iZ | (24)

or

←
inet = io

[
eαnF(E−Eo)/RT − e−(1−α) nF (E−EO)/RT

]
(25)

Equation (25) is usually called the Butler–Volmer equation (19) (but is sometimes called the
Erdey–Gruz and Volmer equation) and is an important expression in electrode kinetics for both
corroding and non-corroding metals. Equation (25) clearly shows that the rate of an electrochemical
reaction depends on the electrode potential E.

An expression similar to Eq. (25) holds for the net cathodic reaction. That is

| →inet| = io
[
e−(l−α) n F (E−Eo)/RT − eα n F (E−Eo)/RT

]
(26)
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Fig. 7.18 Plot of the Butler–Volmer equation for the following set of electrode kinetic parameters: Eo = –0.100 V
vs. SHE, io = 1 μA/cm2, ba = +0.100 V/decade, and bc = –0.100 V/decade

Figure 7.18 shows a plot of the Butler–Volmer equation for Eo = –0.100 V and Tafel slopes of
dE/dlog |i| ±0.100 V/decade. The logarithm of the absolute value of the current density is plotted
vs. the overvoltage (E – Eo), or vs. the potential E. (Plotting the logarithm of the absolute value of
the current density is a convenience in making both current scales positive, in that cathodic currents
have a negative sign, as mentioned earlier). As seen in Fig. 7.18, at sufficiently high overvoltages,
both the cathodic and the anodic polarization curves display linear regions in the plot of log |i| vs. E,
as is discussed later.

Plots of log |i| vs. E or vs. (E – Eo) are called polarization curves. The polarization curve is the
basic kinetic law for any electrochemical reaction (16).

How to Plot Polarization Curves?

Polarization curves have been plotted in various ways by various workers. Very often, polarization
curves are plotted as in Fig. 7.19(a), in which log |i| is given along the abscissa, even though it is
the electrode potential E and not the current which is the independent variable. This practice dates
back to the very early days of corrosion science when polarization curves were determined galvano-
statically, i.e., by applying a constant current and then observing the resultant electrode potential.
Before the development of electronic potentiostats (i.e., constant potential devices), galvanostats
were easier to construct and to operate than were potentiostats. Today, however, most polarization
curves are determined potentiostatically so that the electrode potential is the independent experimen-
tal variable. In addition, according to absolute reaction rate theory, it is by changing the electrode
potential that the free energy barrier is either lowered or raised so that a concomitant current flow
is observed. Thus, the electrode potential is properly the independent variable and should be plotted
on the abscissa in a polarization curve.
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Fig. 7.19 Various methods of presenting polarization curves

By rotating Fig. 7.19(a) 90◦ to the left, the independent variable E is placed along the abscissa,
as shown in Fig. 7.19(b). The “disadvantage” of Fig. 7.19(b) is that electrode potentials increase in
the negative direction along the X-axis. However, this is a common convention in electroanalytical
chemistry [21].

Plots as in Fig. 7.19(b) are used in this text when both anodic and cathodic polarization curves
are shown. If only the anodic or the cathodic curve is given, then the curve is drawn from left to right
and the sense of the X-axis is clearly labeled.
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Increasingly positive potentials can appear to the right along the X-axis if Fig. 7.19(b) is flipped
horizontally, as in Fig. 7.19(c). But such curves are then two operations removed from the familiar
plots of Fig. 7.19(a).

The Tafel Equation

The semi-logarithmic plot in Fig. 7.18 is not linear near the open-circuit potential (i.e., near zero
overvoltage). This is because the other half-cell reaction is still appreciable and contributes to the
total current. However, at sufficiently high overvoltages, the contribution of the reverse reaction
becomes negligible. In this linear “Tafel” region, the straight lines shown in Fig. 7.18 can be extrap-
olated back to zero overvoltage (i.e., back to Eo) to give the open-circuit exchange current density
io, as shown below.

The well-known Tafel equation follows from the Butler–Volmer equation as follows. At suffi-
ciently high overvoltages, the rate of the reverse reaction becomes negligible so that Eq. (25) can be
written as

←
inet = io eαnF(E−Eo)/RT (27)

or simply

i = io eαnF(E−Eo)/RT (28)

Taking logarithms in Eq. (28)

log i = log io + αnF

2.303 RT
(E − Eo) (29)

Thus, a plot of log |i| vs. the overvoltage (E–Eo) (or of log |i| vs. the electrode potential E) gives
a straight line, as shown in Fig. 7.18. From Eq. (29), when E= Eo, i= io. Thus, the Tafel region can
be extrapolated back to E = Eo to give the exchange current density io, as shown in Fig. 7.18.

Equation (29) can be rewritten as

ηa = ba log
i

io
(30)

which is one form of the Tafel equation, where ηa is the anodic overvoltage and ba is the anodic
Tafel slope given by

ba = d E

d log i
= 2.303 RT

α n F
(31)

Equation (30) can also be written as

ηa = a+ ba log i (32)

which is another form of the Tafel equation, where a is a constant given by

a = −2.303 RT

αnF
log io (33)
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Similar considerations also hold for the cathodic branch of the polarization curve. For the cathodic
direction, when the back reaction (now the anodic reaction) becomes negligible, then Eq. (26) pro-
duces a cathodic Tafel region which can also be extrapolated back to E = Eo to give the exchange
current density io, as also shown in Fig. 7.18. Moreover, Eq. (26) leads to

ηc = bc log
i

io
(34)

and

ηc = a′ + bc log | i| (35)

where ηc is the cathodic overvoltage and bc is the cathodic Tafel slope

bc = dE

d log | i| = −
2.303 RT

(1− α)nF
(36)

and a′ is

a′ = 2.303 RT

(l− α)nF
log io (37)

From Fig. 7.18, it can be easily seen that cathodic Tafel slopes have negative signs and anodic
Tafel slopes have positive signs. Tafel slopes have the units of volts or millivolts per decade of current
density.

It should be noted that the Tafel slope (ba or bc) is the geometric slope of the linear portion of the
semi-logarithmic plot in Fig. 7.19(a), but not the geometric slope in Fig. 7.19(b, c). The Tafel slope
is always defined as dE/d log |i|.

Reversible and Irreversible Potentials

So far, we have been dealing with reversible electrode potentials. That is, the metal in question exists
in solutions of its own ions, with the rate of the dissolution reaction being equal to the rate of the
reverse deposition reaction. As discussed above, we have the general condition that the reaction
Zn+1 (aq) + ne− � Z (s) is in equilibrium. If the dissolved ions are present at unit activity in
solution, then the electrode potential is the standard electrode potential Eo for the couple Zn+ (aq)/Z
(s). If the concentration of dissolved ions Zn+ is not at unit activity, the electrode potential is still a
reversible one and can be related to Eo through the Nernst equation.

However, in most cases, the following circumstances hold:

(1) The solution does not initially contain ions of the metal.
(2) The solution contains foreign ions, e.g., Cl–, SO4

2–, CO3
2–, PO4

3–, H+.
(3) The solution contains cations which are different than those of the corroding metal, e.g., copper

immersed in a solution of ferric chloride.
(4) Metal atoms pass into solution continuously and irreversibly.

In these cases the electrode potential is said to be an irreversible potential and is not given by
the Nernst equation. Examples of irreversible potentials have been given in Chapter 2 (although not
identified there as such). For example, the dissolution of iron in acid solutions
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Fe (s)+ 2H+ (aq) → Fe2+ (aq)+ H2 (g) (38)

proceeds under an irreversible potential which involves two separate oxidation–reduction reactions:

Fe (s) → Fe2+ (aq)+ 2e− (39)

and

2H+ (aq)+ 2e− → H2 (g) (40)

See Fig. 7.20. Neither half-cell reaction (39) nor (40) operates reversibly, and the electrode poten-
tial under which Eq. (38) proceeds is an irreversible one, determined by mixed potential kinetics, as
described below.

Fe Fe+2

Fe Fe+2

iFe

iFe

iH
H2 2H+

H2 2H+
iH

Metal Solution

Fig. 7.20 Various processes occurring on an iron electrode immersed in an acid solution and the corresponding
current vectors

The fact that Eqs. (39) and (40) can exist at different sites on the same metal surface is due to the
physical and chemical heterogeneity of the metal surface, as has been discussed in Chapter 2.

Mixed Potential Theory (Wagner and Traud)

According to the Wagner and Traud mixed potential theory of corrosion [22]:

(1) Any electrochemical reaction can be divided into two or more partial oxidation and reduction
reactions.

(2) At equilibrium, the total cathodic rate is equal to the total anodic rate (by the conservation of
charge). Thus, for the dissolution of Fe in acidic solutions, as in Eq. (38)

| →iH | + |
→
iFe | = ←−iH +←−iFe (41)
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where | →iH | is the current density for the reduction reaction

2H+ (aq)+ 2e− → H2(g)

|→iFe| is the current density for the reduction reaction

Fe2+(aq)+ 2e− → Fe(s)

←
iH is the current density for the oxidation reaction

H2(g)→ 2H+(aq)+ 2e−

and i
←
Fe is the current density for the oxidation reaction

Fe(s)→ Fe2+(aq)+ 2e−

(3) The electrode potential for the steady-state, freely corroding condition given by Eq. (41) is called
the corrosion potential Ecorr.

(4) The corrosion potential is not related to the standard Eo values for either half-cell reaction by
the Nernst equation.

(5) The corrosion potential Ecorr lies between the electrode potentials for the two half-cell reactions
and is called a mixed potential.

From Eq. (41), at equilibrium

←
iFe − |

→
iFe|︸ ︷︷ ︸ = |

→
iH| −

←
iH︸ ︷︷ ︸ = icorr

/ \
net rate of net rate of
iron dissolution hydrogen evolution

(42)

where icorr is the corrosion rate of the freely corroding metal. At equilibrium, there is no net current
flow, as per Eq. (41), but there is a loss of metal, i.e., corrosion, as per Eq. (42). The electrode
potential for the steady-state, freely corroding condition in Eq. (42) is called the corrosion potential
Ecorr (also called the open-circuit potential or the rest potential).

We can directly measure the corrosion potential Ecorr, but we cannot measure icorr without
polarizing the electrode away from the corrosion potential. That is the individual oxidation rates(←−

iFe or
←−
iH
)

or individual reduction rates (| →iFe | or | →iH |) cannot be measured.

Instead, it is necessary to make the entire corroding metal either the anode or the cathode in an
electrolytic cell and to deduce the steady-state condition in Eq. (42) from the polarized condition.
For the anodic direction, the Tafel equation gives
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ηa = ba log

←
iH+

←
iFe

icorr
(43)

where

(←
iH+

←
iFe

)
is the total anodic current density. At any potential, the net anodic current

density is

←
inet =

(←
iH+

←
iFe

)
−
(
| →iH | + |

→
iFe |
)

(44)

Substitution of Eq. (44) into Eq. (43) gives

ηa = ba log

←
inet+(

→| iH| +
→| iFe| )

icorr
(45)

But the cathodic current densities | →iH | and | →iFe | are negligible at sufficiently high anodic
overvoltages so that Eq. (45) reduces to

ηa = ba log

←
inet

icorr
(46)

or simply

ηa = ba log
i

icorr
(47)

An expression similar to Eq. (47) holds for the cathodic branch. That is

ηc= bc log
i

icorr
(48)

According to either Eq. (47) or Eq. (48), i = icorr when η = 0. Thus, anodic or cathodic Tafel
lines can be extrapolated back to the corrosion potential Ecorr to give the corrosion rate icorr.

Thus, the Wagner–Traud theory of mixed potentials places the electrochemistry of local action
cells on a firm theoretical basis (described qualitatively in Chapter 2). A consequence of the Wagner–
Traud theory is that the Butler–Volmer equation can be written as follows for a corroding metal:

i←net = icorr

[
eαnF(E−Ecorr)/RT − e−(1−α)nF(E−Ecorr)/RT

]
(49)

Comparison of Eqs. (49) and (25) for a single electrochemical reaction shows that for a corroding
metal, icorr replaces io, and Ecorr replaces Ecorr. However, unlike Eo, the corrosion potential Ecorr
does not have any thermodynamic significance attached to it and Ecorr is determined by the kinetics
of the system.

Example 7.2: Suppose that a metal M has an oxidation–reduction exchange current density of
0.1 μA/cm2 at its reversible potential of –0.160 V. The anodic Tafel slope is + 0.060 V and the
cathodic Tafel slope is –0.060 V for the system M+ + e− → M. For hydrogen evolution on the
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surface of M, the anodic and the cathodic Tafel slopes are + 0.100 and – 0.100 V, respectively. The
exchange current density for hydrogen evolution on the metal M is 1.0 μA/cm2 at the reversible
potential of 0.00 V.

(a) Construct the individual polarization curves for the systems M+ + e− � M and 2H+ + 2e− �
H2

(b) What is the corrosion potential?
(c) What is the corrosion rate?
(d) Plot the experimentally observed anodic and cathodic polarization curves.

Solution: The schematic polarization curves for the electrochemical reactions M+ + e− �
M and 2H+ + 2e− � H2 are drawn graphically, as shown in Fig. 7.21. The corrosion poten-
tial and the corrosion rate are indicated on the figure. The experimentally observed anodic and
cathodic polarization curves are determined by first setting up Table 7.2, in which the net cathodic
and anodic current densities are determined graphically from Fig. 7.21. The net current densities
given in Table 7.2 are then plotted as open circles in Fig. 7.21 to give the experimental polarization
curves.

Schematic polarization diagrams as in Fig. 7.21 are called Evans diagrams, after the noted
corrosion scientist U.R. Evans (1889–1980), who was instrumental in their development and
interpretation.

Fig. 7.21 Evans diagrams for the half cell reactions M+ + e− � M and 2H+ + 2e− � H2, as described by the
electrode kinetic parameters given in Example 7.2. Reproduced by permission of ECS – The Electrochemical Society
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Table 7.2 Determination of the experimental polarization curve for Example 7.2

Cathodic:| →inet| = |
→
iH| + |

→
iM| − (

←
iH +

←
iM)

|→iH| |→iM|
←
iH

←
iM | →inet|

E
H+reduction M deposition H2 oxidation M dissolution Cathodic

–0.070 5.0 – 0.2 3.0 1.8
–0.080 6.2 – 0.16 2.1 3.9
–0.090 8.0 – 0.13 1.4 6.5
–0.100 10 – 0.10 1.0 8.9
–0.110 12 – – 0.68 11.3
–0.120 16 – – 0.45 15.5
–0.140 25 – – 0.2 24.8
–0.160 39 – – 0.1 38.9
–0.180 64 – – – 64
–0.200 100 – – – 100

Anodic:
←
inet =

←
iH +

←
iM −

(
|→iH| + |

→
iM|
)

←
iH

←
iM |→iH| |→iM|

←
inet

E
H2 oxidation M dissolution H+ reduction M deposition Anodic

–0.060 0.26 4.4 4.2 – 0.46
–0.050 0.32 6.4 3.2 – 3.5
–0.040 0.4 9.2 2.5 – 7.1
–0.030 0.5 14 2.0 – 12.5
–0.020 0.7 20 1.6 – 19.1
–0.010 0.8 28 1.3 – 27.5
0.000 1.0 41 1.0 – 41
+0.010 1.3 60 0.8 – 61
+0.020 1.6 88 0.6 – 89

Electrode Kinetic Parameters

Table 7.3 lists exchange current densities for the hydrogen evolution reaction on various metals as
compiled by Trasatti [23]. The value of the exchange current density for a given metal depends on
various experimental factors, such as the particular electrolyte used, its concentration, the purity
of the metal, its surface cleanliness, the time of immersion in solution, and whether equilibrium
conditions had been attained.

The exchange current density for hydrogen evolution increases with the work function of the
metal, as shown in Fig. 7.22. The work function is a measure of the ability of the metal to expel (i.e.,
donate) electrons. Thus, the greater the electron-donating ability of the metal, the greater the rate of
the electron-accepting reaction:

2 H+ + 2e− → H2

The relationships in Fig. 7.22 were first observed by Conway and Bockris [24].



Electrode Kinetics for Activation Polarization 145

Table 7.3 Exchange current densities io,H for the hydrogen evolution reaction [23]

Metal io,H (A/cm2) Metal io,H (A/cm2)

Ag 1.3 × 10–8 Ni 5.6 × 10–6

Al 1.0 × 10–8 Os 7.9 × 10–5

Au 3.2 × 10–7 Pb 4.0 × 10–12

Bi 1.6 × 10–8 Pd 7.9 × 10–4

Cd 2.5 × 10–12 Pt 1.0 × 10–3

Co 5.0 × 10–6 Re 1.0 × 10–3

Cr 1.0 × 10–7 Rh 3.2 × 10–4

Cu 1.6 × 10–8 Ru 6.3 × 10–5

Fe 2.5 × 10–6 Sb 7.9 × 10–6

Ga 4.0 × 10–9 Sn 1.6 × 10–8

In 3.2 × 10–10 Ta 3.0 × 10–9

Ir 2.5 × 10–4 Ti 5.0 × 10–9

Mn 1.3 × 10–11 Tl 2.5 × 10–10

Mo 5.0 × 10–8 W 4.0 × 10–7

Nb 4.0 × 10–9 Zn 3.2 × 10–11
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Fig. 7.22 The exchange current density for hydrogen evolution as a function of the work function of the metal. Most
metals follow the trend shown in the upper set of data, but several metals follow the trend shown in the lower set of
data. Plotted from data compiled by Trasatti [23]

Exchange current densities for the dissolution (or deposition) of several metals are listed in
Table 7.4. In most cases, the numerical value of the exchange current density depends on the nature
of the solution, the concentration of the dissolved cation, and the pH of the solution.

Cathodic Tafel slopes for the hydrogen evolution reaction have been usually observed to be near
the theoretical value of –0.120 V/decade. This value is obtained from Eq. (36) with α = 0.5 and
n = 1 assuming a single electron transfer step of H+ to Hads, followed by the combination of two
Hads atoms to H2, or by the following reaction [25]:

Hads + H+ + e− → H2
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Table 7.4 Exchange current densities io,M for metal dissolution/metal deposition half-cell reactions

Metal Solution
Exchange current density
(A/cm2) Source

Zn 1 M ZnSO4
Zn(ClO4)
0.057–0.46 M Zn2+, 3 M

ClO4
–

2 × 10–5

3.5 × 10–4

Bockris [25]

Clark and Hampson [26]

Cu 1 M CuSO4
0.05–0.5 M CuSO4 + 0.5 M

H2SO4

2 × 10–5

7.0 × 10–3
Bockris [25]
Despic [27]

Fe 1 M FeSO4 10–8 Bockris [25]
1 M HCl 4.0 × 10–8 to 1.0 × 10–7 Kaesche and

Hackerman [28]
4% NaCl (pH 1.5) 4.1 × 10–8 Stern and Roth [29]
4% NaCl (acidified) 1.0 × 10–7 Stern [30]
0.1 M citric acid 9.3 × 10–8 Stern [30]
0.1 malic acid 1.5 × 10–8 Stern [30]
FeSO4 + Na2SO4 (pH = 3.1) 2.2 × 10–6 Bockris and Drazic [31]

Ni 1 M NiSO4 2.0 × 10–9 Bockris [25]
Cd 0.049 M Cd2+

0.452 M Cd2+
2.3 × 10–3

2.5 × 10–2
Hampson et al. [32]

Pb 0.0027 M Pb2+

0.5 M Pb2+
2.62 × 10–2

7.14 × 10–2
Hampson and Larkin [33]

Ag 0.001 M Ag+

0.1 M Ag+
0.15
4.5

Vetter [34]

Experimental anodic Tafel slopes for the dissolution of various metals usually range from 0.040
to 0.080 V/decade. Chapter 16 deals with electrode kinetics and reaction mechanisms in more detail.
See Problem 7.6 at the end of this chapter.

Applications of Mixed Potential Theory

Metals in Acid Solutions

One of the first applications of mixed potential theory was the dissolution of metals in acid solutions.
Figure 7.23 considers the case of zinc immersed in hydrochloric acid. The overall chemical reaction

Zn+ 2H+ → Zn2+ + H2 (50)

can be separated into its two half-cell reactions:

Zn→ Zn2+ + 2e− (51)

and

2H+ + 2e− → H2 (52)



Applications of Mixed Potential Theory 147

100

10–2

10–4

10–6

10–8

10–10

10–12
–1.20–0.80–0.400.000.40

| i 
| in

 A
/c

m
2

E in V vs. S.H.E.

Reverse
reaction

Reverse
reaction

i
corr

E
corr

i
o,Zn

E
o,Zn

i
o,H

E
o,H

Fig. 7.23 Evans diagram for zinc in hydrochloric acid. The diagram is drawn using exchange current densities from
Tables 7.3 and 7.4. Tafel slopes are taken to be± 100 mV/decade for H2 evolution and deposition and± 60 mV/decade
for zinc dissolution and deposition

Each half-cell reaction proceeds under its own set of polarization curves with its own individual
open-circuit potential Eo and its own exchange current density io. For the half-cell reaction in Eq.
(52), io is io,H, as shown in Fig. 7.23, and is taken from Table 7.3 to be 3.2 × 10–11 A/cm2 for
hydrogen evolution on zinc [23]. The open-circuit equilibrium potential for Eq. (52) is exactly the
standard electrode potential Eo only if a(H+) = 1.0 and H2 gas is present at 1.0 atm pressure. Tafel
slopes are taken to be ±100 mV/decade for H2 evolution and deposition.

Similarly, the half-cell reaction in Eq. (51) for zinc dissolution/deposition has its own exchange
current density io,Zn, taken in Fig. 7.23 to be 2.0× 10–5 A/cm2 (see Table 7.4). Again, the equilibrium
open-circuit potential Eo is exactly the standard electrode potential Eo for zinc if a(Zn2+)= 1.0. Tafel
slopes are taken to be ±60 mV/decade for metal dissolution and deposition. As in Example 7.2, the
polarization curve for the total system is given by the superposition of the polarization curves for the
two half-cell reactions.

From Fig. 7.23 it can be seen that the total cathodic current density at any electrode potential is
essentially that due to the reaction

2H+ + 2e− → H2 (53)

(On a logarithmic scale, the contributions to the total cathodic density due to the reaction Zn2+ +
2e− → Zn are negligible.) Similarly, from Fig. 7.23, the total anodic current density is essentially
that due to the reaction
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Zn→ Zn2+ + 2e− (54)

(Again, on a logarithmic scale, the contributions to the total anodic density due to the reaction
H2 → 2H+ + 2e− are negligible.)

At the intersection of the polarization curves for reactions (53) and (54), the total anodic current
density is equal to the total cathodic current density. Thus, this intersection defines the corrosion
potential Ecorr and the corrosion current density icorr.

The experimentally determined polarization curves are given by the net anodic and cathodic
polarization curves, as in Example 7.2.

Tafel Extrapolation

The Tafel extrapolation method can be used to determine the corrosion rate of a metal when metallic
dissolution is under activation control. The most common application is for metals immersed in
de-aerated acid solutions for which the anodic reaction is

M→ Mn+ + ne−

and the cathodic reaction is

2 H+ + 2e− → H2

De-aeration of the solution restricts the cathodic reaction to hydrogen evolution alone, rather
than also including the cathodic reduction of oxygen. Also, in de-aerated acid solutions, oxide films
initially present on the metal surface are dissolved by the acid solution en route to attainment of the
steady-state, open-circuit potential. Thus, the sole anodic reaction is the dissolution of the bare metal
surface.

Figure 7.24 shows experimental anodic and cathodic polarization curves for iron immersed in HCl
solutions of various concentrations [7]. These curves were obtained after a steady-state, open-circuit
potential had been first obtained. If a well-defined Tafel region exists, as in Fig. 7.24, the anodic and
cathodic Tafel regions can be extrapolated back to zero overvoltage. The intersection of the anodic
and cathodic Tafel slopes gives the corrosion potential Ecorr and the corrosion current density icorr,
as indicated in Fig. 7.24.

The basis for the Tafel extrapolation method stems from Eq. (49). When E = Ecorr, then i = icorr.
The contribution of the back reaction to the forward reaction is usually negligible for overvoltages
ranging from 60 to 120 mV. (See Problem 7.9.) That is, linear Tafel regions are usually observed for
overvoltages 59–120 mV away from the open-circuit potential.

The Tafel extrapolation method is valid if the following conditions apply:

(1) Both the anodic and the cathodic branches of the polarization curves are under activation control.
(Concentration polarization may occur toward the tail end of the Tafel regions, but this is a minor
effect. For instance, for high anodic dissolution rates, the accumulation of dissolved cations near
the electrode surface may cause a concentration effect, which is manifested as a slight deviation
from the anodic Tafel region at high anodic overvoltages. Stirring the solution can minimize
concentration polarization effects.)

(2) Well-defined anodic and cathodic Tafel regions exist (over at least one decade of current).
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Fig. 7.24 Experimental polarization curves for iron immersed in hydrochloric acid of various concentrations (which
are indicated on the figure) [7]. The corrosion potential Ecorr and the corrosion rate icorr are indicated for iron in 1 M
HCl. Reproduced by permission of ECS – The Electrochemical Society

(3) The anodic and cathodic reactions which occur at the corrosion potential are also the only
reactions which occur during determination of the polarization curves. That is, changes in elec-
trode potential should not induce additional electrochemical reactions in either the anodic or
the cathodic direction. (This also means that corrosion product films are not formed at anodic
potentials.)

(4) Corrosion is general (i.e., uniform) in nature, and localized corrosion does not occur. (For
instance, rigorous preferential attack of the metal along grain boundaries may cause individ-
ual grains of the metal to become dislodged from the metal surface. These dislodged grains
would continue to produce dissolved metal ions in solution but are disconnected from the elec-
trochemical circuit so as not to contribute to the corrosion rate measured by the Tafel method.
This phenomenon is called the “chunk effect” [35].)

The corrosion rate can also be determined by Tafel extrapolation of either the cathodic or the
anodic polarization curve alone. If only one polarization curve alone is used, it is generally the
cathodic curve which usually produces a longer and better defined Tafel region. Anodic polarization
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may sometimes produce concentration effects, as noted above, as well as roughening of the surface
which can lead to deviations from Tafel behavior. Thus, extrapolation of the cathodic Tafel region
back to zero overvoltage gives the net rate of the cathodic reaction at the corrosion potential; but
from Eq. (42), this is also the net rate of the anodic reaction at the corrosion potential. Use of both
the anodic and the cathodic Tafel regions is preferred, of course, over the use of just one Tafel region.

Verification of Corrosion Rates Obtained by Tafel Extrapolation

It is now widely understood and accepted that the rate of general corrosion can be determined by the
Tafel extrapolation method (subject to the restrictions listed earlier). However, this acceptance was
not forthcoming until the theory of polarization curves for corroding metals had been placed on a
firm theoretical basis, as was done by the work of many individual investigators [15, 17, 22, 25, 28–
30, 36–40]. Final acceptance of the polarization method was gained upon an experimental validation
of the corrosion rates determined electrochemically. This validation was provided by comparison of
corrosion rates determined from polarization curves with corrosion rates measured by an indepen-
dent non-electrochemical method, such as weight loss measurements, colorimetric analysis of the
solution containing the dissolved metal, or determination of the amount of hydrogen gas evolved by
the corrosion reaction (for metals in acid solutions).

Table 7.5 compares corrosion rates determined electrochemically by the Tafel extrapolation
method for iron in various solutions with corrosion rates determined separately by a second non-
electrochemical method. Data are also given for the corrosion of other metals in various solutions.
Weight loss measurements or solution analyses are converted into equivalent current densities using
Faraday’s law. For gas evolution measurements, the equivalent current density follows from the
molar volume of a gas, 22,400 ml at standard temperature and pressure (0◦C and 760 Torr),
and Faraday′s law. In each case in Table 7.5, there is a good agreement between the results for
electrochemical and non-electrochemical measurements.

Cathodic Protection of Iron in Acids

Chapter 5 considered the cathodic protection of iron by zinc from a thermodynamic point of view.
In seawater, for example, the electrode potential of zinc is more negative than that of iron. Thus,
when zinc and iron are coupled, zinc is the anodic member of the couple and the iron electrode in
the couple is cathodically protected.

This phenomenon of cathodic protection also applies in acid solutions and can be examined by
considering the polarization curves for the zinc/acid and iron/acid systems. Figure 7.25 compares
schematic Evans diagrams for iron and zinc in hydrochloric acid. The Evans diagram for iron is
constructed using io,H = 2.5 × 10–6 A/cm2 (Table 7.3) and taking io,M to be 1.0 × 10–7 A/cm2

(Table 7.4).
It can be seen that the corrosion rate of iron and of zinc is approximately the same, even though

the electrode potential of zinc is more active (i.e., more negative) than that of iron. The exchange
current density for hydrogen evolution on iron is higher than that on zinc. However, the exchange
current density for zinc dissolution io,Zn is higher than that for iron dissolution io,Fe (see Table 7.4).
These differences combine to produce corrosion rates which are similar for iron and zinc in this
particular acid solution. This observation illustrates the statement made in Chapter 5 that the emf
series or galvanic series cannot accurately predict the relative order of corrosion rates but can only
identify the anodic and cathodic members of a galvanic couple.
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Table 7.5 Comparison of corrosion rates determined by the Tafel extrapolation method with corrosion rates
determined by a second method [41]

icorr

Environment
Immersion
time Tafel method Second method

Type of second
method Reference

Iron 1 M HBr
1 M HI

120 h
110 h

23 μA/cm2

10 μA/cm2
16 μA/cm2

7 μA/cm2
Colorimetric
Colorimetric

McCafferty [6]

Iron 1 M HCl 24 h 30 μA/cm2 36 μA/cm2 Colorimetric McCafferty [8]
Iron 1 M HCl 8 h 50 μA/cm2 50 μA/cm2 Colorimetric Kaesche [28]
Iron O2-free 4%

NaCl, pH 1
100 h 10.5 μA/cm2 11.1 μA/cm2 Weight loss Stern [40]

Fe + 0.11%
Cu

O2-free 4%
NaCl, pH 1

100 h 154 μA/cm2 156 μA/cm2 weight loss Stern [40]

Fe + 0.08%
Si

O2-free 4%
NaCl, pH 1

100 h 270 μA/cm2 290 μA/cm2 Weight loss Stern [40]

Fe + 0.017%
P

O2-free 4%
NaCl, pH 1

100 h 390 μA/cm2 400 μA/cm2 Weight loss Stern [40]

Zinc 10% NH4Cl – 100 μA/cm2 100 μA/cm2 AAS of
solutiona

Maja et al. [42]

Titanium Boiling
1 M H2SO4

2.5 1.9 mA/cm2 2.2 mA/cm2

4.0 mA/cm2
Colorimetric
Inert marker

McCafferty [41]

Al alloy 3003 Acetate buffer,
pH 4.6

Citrate buffer,
pH 2.5

Prune juice

1 week 8.2 μA/cm2

1.2 μA/cm2

1.4 μA/cm2

9.1 μA/cm2

1.3 μA/cm2

1.5 μA/cm2

H2 evolution

H2 evolution

H2 evolution

Evans and Koehler
[43]

Al alloy 3003 0.1 M HCl
1.0 M HCl

24 hrs.
4 hrs.

31 μA/cm2

7.5 mA/cm2
31 μA/cm2

7.3 mA/cm2
Colorimetric
Colorimetric

McCafferty,
Moore, and
Peace [9]

Copper 0.5 M H2SO4
25 ◦C
55 ◦C

72 hrs
72 hrs.

25.7 μA/cm2

54.6 μA/cm2
22.5 μA/cm2

39.3 mA/cm2
Weight loss
Weight loss

Quartarone [44]

Fe-14 Cr 1 N H2SO4
30 ◦C

20 min. 0.438 mA/cm2 0.479 mA/cm2 b Weight loss Yau and Streicher
[45]

aAtomic absorption spectrophotometry.
bAssumes divalent dissolution of each metal and stoichiometric dissolution of each component of the binary alloy
on an atomic fraction basis.

When iron and zinc are coupled in hydrochloric acid, the situation is shown in Fig. 7.26. The
total cathodic current density for the Fe/Zn couple at any electrode potential is essentially that for
hydrogen evolution on iron, because contributions from other reduction reactions are negligible on
a logarithmic basis. Similarly, the total anodic current density for the Fe/Zn couple at any electrode
potential is essentially that for zinc dissolution, because contributions from other oxidation reactions
are negligible on a logarithmic scale. Thus, the corrosion potential for the Fe/Zn couple in acid
solutions and the corresponding corrosion current for zinc in the couple are given by the intersection
of the polarization curves for the reactions

2 H+ + 2e− → H2 (on iron)
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Fig. 7.25 Comparison of Evans diagrams for zinc and iron in hydrochloric acid. The diagrams are drawn using
exchange current densities from Tables 7.3 and 7.4. Tafel slopes are taken to be ± 100 mV/decade for H2 evolution
and deposition and ± 60 mV/decade for metal dissolution and deposition

and

Zn→ Zn2+ + 2e−

The intersection point is indicated in Fig. 7.26.
Figure 7.26 also shows the corrosion potential and the corrosion current density for iron alone

(uncoupled) and for zinc alone (uncoupled).
Figure 7.26 shows the following:
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Fig. 7.26 Kinetic explanation of the cathodic protection of iron by zinc in an acid solution

(1) The corrosion potential for the Fe/Zn couple is intermediate between the corrosion potentials
for each of the two uncoupled electrodes.

(2) The corrosion current density for zinc in the Fe/Zn couple is greater than the corrosion current
density of uncoupled zinc.

(3) The corrosion current density for iron in the Fe/Zn couple is less than the corrosion current
density of uncoupled iron.

Thus, mixed potential theory shows that the coupling of iron to zinc in acid solutions results in
the cathodic protection of iron by zinc. See Fig. 7.27 for a schematic representation and compare
this figure with Fig. 5.5.

Zn Zn+2

2e–

2 H+ + 2e– H2

Fe Acid Solution

Fig. 7.27 Schematic illustration of cathodic protection of iron by zinc in an acid solution showing the principal
electrode reactions
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Effect of the Cathodic Reaction

The previous section has shown that the corrosion rate of zinc in the Zn/Fe couple is greater than
that of uncoupled zinc because the exchange current density io,H for the cathodic reaction (hydrogen
evolution) is greater on iron than on zinc. As seen in Table 7.3, the exchange current density for
hydrogen evolution on Pt, Fe, and Zn follows the following order:

io,H(pt) > io,H(Fe) > io,H(Zn)

Accordingly, the Evans diagrams shown in Fig. 7.28 show that the corrosion rates follow the
following order:
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Fig. 7.28 Effect of the cathode metal on the corrosion rate of zinc in a galvanic couple in an acid solution. (The
cathodic Tafel slope is taken to be –100 mV/decade for H2 evolution and the anode slope is +60 mV/decade for zinc
dissolution)

icorr(Zn coupled to pt) > icorr(Zn coupled to Fe) > icorr(Zn alone)

Thus, the greater the rate of the hydrogen evolution reaction on the cathode, the greater the
corrosion rate.

Effect of Cathode Area on Galvanic Corrosion

The relative areas of cathode and anode are important in galvanic behavior. Figure 7.29 illustrates
this effect on a galvanic couple of iron and zinc. As noted previously, when iron and zinc are coupled,
the iron member of the couple is the cathode and zinc is the anode.
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Fig. 7.29 Effect of the area ratios of cathode to anode on the corrosion rate of zinc in an iron/zinc couple in an acid
solution (The cathodic Tafel slope is again taken to be –100 mV/decade for H2 evolution and the anode slope is again
+60 mV/decade for zinc dissolution)

The cathodic Tafel slope is again taken to be –100 mV/decade for H2 evolution on iron, and the
anode slope for zinc dissolution is again +60 mV/decade. The exchange current density for hydrogen
evolution on iron is 1.0 × 10–6 A/cm2 (see Table 7.3) but the exchange current density for hydrogen
on zinc is only 3.2× 10–11 A/cm2 (also Table 7.3). Thus, the total current due to hydrogen evolution
is due to that on the iron member (the cathode) of the couple. The exchange current density for zinc
dissolution/deposition is 2.0 × 10–5 A/cm2 (Table 7.4). Total current rather than current density is
used in Fig. 7.29, but if 1.0 cm2 of zinc is considered, the total current and the current density for
the zinc member of the couple are numerically identical.

As seen in Fig. 7.29, when the cathode/anode area ratio is 1:1, the current density for the corroding
iron member is 4.0 × 10–2 A/cm2. If the cathode/anode area ratio is increased to 10:1, the total
current for the couple is also increased, and the current density on the corroding zinc member is 1.8
× 10–1 A/cm2. Figure 7.29 shows that the corrosion current density on the zinc continues to increase
with increasing area of the iron cathode in the couple.

Figure 7.30 shows that the logarithm of the corrosion current density increases linearly with the
logarithm of the area ratio of cathode to anode. Verification of this relationship is left as an exercise
in Problem 7.10.

The situation involving a small anode and a large cathode is unfavorable in the case of a noble
coating on an active substrate, e.g., for a copper coating on steel, as shown in Fig. 7.31. When a break
or a pore develops in the noble metal coating, then a small anode (steel) is exposed to a larger area
cathode (copper), and the anodic current density increases with the area of the cathode, as shown
above and mentioned previously in Chapter 5.
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Fig. 7.30 The corrosion current density in an acid solution for 1 cm2 of zinc coupled to various surface areas of iron

Copper (cathodic)

Steel (anodic)

Electrolyte
Crack or defect
in coating

Fig. 7.31 Schematic diagram of a crack or a defect in a noble metal coating showing accelerated attack at the anodic
substrate

Multiple Oxidation–Reduction Reactions

Systems with more than two oxidation–reduction reactions can also be treated by the Wagner–
Traud theory of mixed potentials. The example given in Fig. 7.32 is taken from Stern [39] for a
system of three oxidation–reduction reactions involving species H+/H2, M2+/M, and Y2+/Y. The
electrode kinetic parameters describing this system of three oxidation–reduction reactions are given
in Table 7.6. It can be seen in Fig. 7.32 that the total anodic current density is essentially that due to
the reaction

M→ M2+ + 2e−

(because the contributions to the total current density from the other two anodic half-cell reactions
are negligible). The total cathodic current density indicated by the dotted line in Fig. 7.32 is the sum
of the current densities due to the following two cathodic reactions:
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Fig. 7.32 Evans diagrams for a system of three oxidation–reduction reactions having the electrode kinetic parameters
given in Table 7.6. The total anodic curve is essentially that for the reaction M→ M+2 + 2e–, but the total cathodic
curve (dotted line) is given by the sum of the curves for the two half-cell reactions Y2+ + 2e–→ Y and 2H+ + 2e–→
H2. The intersection of the total anodic and total cathodic curves defines the corrosion potential Ecorr and the corrosion
rate icorr, as shown. Redrawn from [39] by permission of ECS – The Electrochemical Society

Table 7.6 Electrode kinetic parameters for the three oxidation–reduction reactions considered in Fig. 7.32 [39]

System Eo V vs. SHE io (μA/cm2) ba (V/decade) bc (V/decade)

2H+ + 2e− � H2 0.000 1.0 +0.100 –0.100
M2+ + 2e− � M –0.160 0.1 +0.060 –0.060
Y2+ + 2e− � Y +0.200 0.1 +0.120 –0.120

2H+ + 2e− → H2

and

Y2+ + 2e− → Y

(The contribution to the total cathodic current density from the M2+/M system is negligible). The
corrosion potential and the corrosion rate are then given by the intersection of the total anodic and
the total cathodic curves, as shown in Fig. 7.32.

Figure 7.33 shows the experimentally observed polarization curve corresponding to the Evans
diagrams in Fig. 7.32. The experimentally observed polarization curve is determined in the usual
way. That is, the net anodic rate ia at any anodic overvoltage is again the sum of all the anodic
current densities minus all the cathodic current densities:

ia =
←
inet = (

←
iH +

←
iM +

←
iY)− (

→| iH| +
→| iM| +

→| iY| ) (55)
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Fig. 7.33 Experimental polarization curve corresponding to the Evans diagrams in Fig. 7.32. Note that the
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Similarly, the net cathodic rate ic at any cathodic overvoltage is the sum of all the cathodic current
densities minus all the anodic current densities:

ic =
→
inet =

(
| →iH | + |

→
iM | + |

→
iY |
)
−
(←

iH+
←
iM+

←
iY

)
(56)

A Tafel region is observed for both anodic and cathodic plots, but a special feature of this case is
that the cathodic Tafel slope is intermediate between the values for bH and bY.

An example of a system with three simultaneous oxidation-reduction reactions is the cor-
rosion of stainless steels in acid solutions containing Fe3+ ions [39], for which the additional
oxidation−reduction reaction is

Fe3+(aq)+ e− → Fe2+(aq)

Industrial acids may contain dissolved ions such as Fe3+ due to corrosion or contamination.

Anodic or Cathodic Control

Corrosion reactions can be classified as being under anodic, cathodic, or mixed control. When polar-
ization occurs mostly at the local anodes, the corrosion reaction is said to be under anodic control.
This situation is illustrated in Fig. 7.34(a), in which small changes in the current density result in
larger changes in the anode potential rather than in the cathode potential. An experimental example
is passivation of various metals by chromate inhibitors.

When polarization occurs mostly at the local cathodes, as shown in Fig. 7.34(b), the corrosion
reaction is under cathodic control. An example is the corrosion of iron in natural waters, where the
cathodic reaction given by



The Linear Polarization Method (Stern and Geary) 159

log | I |

Increasing +

E

AnodicCathodic

(d)  Ohmic control

I corr R

(a)  Anodic control

log | I |

Increasing +

E

Anodic

Cathodic

I corr

log  |I |

Increasing +

E

Anodic

Cathodic

(b)  Cathodic control

I corr

log | I |

Increasing +

E

AnodicCathodic

(c)  Mixed control

I corr

Fig. 7.34 (a) Anodic control, (b) cathodic control, (c) mixed control, and (d) ohmic control in a corrosion process

O2 + 2H2O+ 4e− → 4OH−

occurs under diffusion control, as discussed in Chapter 8.
It is common for polarization to occur to some degree at both local anodes and cathodes, in

which case the corrosion process is under mixed control, as in Fig. 7.34(c). If there is a large IR
drop between local anodes and local cathodes, as in Fig. 7.34(d), then the corrosion reaction is
under resistance or ohmic control. Examples include the corrosion of metals in organic media, or
where there is a porous insulating coating covering a metal surface [46], or in narrow crevices or
stress-corrosion cracks, within which IR drops can exist.

Most corrosion reactions are under cathodic or mixed control, and anodic control is less common.

The Linear Polarization Method (Stern and Geary)

One of the problems with the Tafel extrapolation method is that the surface of the sample is often
changed considerably after extensive polarization. The cathodic branch of the polarization curve
should be measured first, because cathodic polarization is usually non-destructive. However, if there
is considerable uptake of hydrogen atoms by the metal during hydrogen evolution, the steady-state
corrosion potential may not be regained after the polarizing potential has been turned off. More
serious is the possibility that after extensive anodic polarization, the metal surface may become
etched and roughened, sometimes displaying its grain structure. These changes do not lend the Tafel
extrapolation method to re-measurement of the corrosion rate of a given individual specimen at some
later time of immersion.

These problems are overcome by the linear polarization method of Stern and Geary [37]. This
method depends on the fact that the observed current density is a linear function of the applied
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potential near the corrosion potential. Fig. 7.35 (top) shows the usual semi-logarithmic polariza-
tion curves for a metal having the following parameters: Ecorr = –0.100 V, icorr = 1 μA/cm2,
ba = 0.060 V/decade, and bc = –0.100 V/decade. Figure 7.35 (bottom) shows linear plots near
the corrosion potential. It can be seen that there is a limited range over which the current density is
a linear function of the electrode potential (50 mV in the cathodic direction and only 15 mV in the
anodic direction for this example). The extent of the linear region depends on the values of ba and
bc and is symmetric about Ecorr if the anodic and the cathodic Tafel slopes are numerically equal, as
in Fig. 7.18.
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Simmons [47] and Skold and Larson [48] were among the first to observe linear regions in a
polarization curve near the corrosion potential. For a study of steel and cast iron in waters containing
NaCl and NaHCO3, Skold and Larson [48] also showed empirically that the slope �E/�i of the lin-
ear polarization region was correlated to the corrosion rate determined by weight loss measurements.
The greater the parameter �E/�i, the less the corrosion rate.

A theoretical analysis has been provided by Stern and Geary [37], and the linear polarization
method is based on the following derivation. For small overvoltages, the exponential terms in the
Butler–Volmer equation for a corroding metal can be expanded using a MacLaurin series.

For any small variable x

ex = 1+ x+ x2

2! + . . .

e−x = 1− x+ x2

2! + . . .
(57)

The use of Eq. (57) in Eq. (49) and dropping second-order terms gives

←
inet = icorr

{
1+ α n F

RT
η −

[
1− (l− α) n F

RT
η

]}
(58)

or

←
inet = icorr

[
α n F

RT
+ (l− α) n F

RT

]
η (59)

so that

←
inet = 2.303 icorr

[
1

ba
+ 1

−bC

]
η (60)

Solving for η and taking differentials gives

(
d η

d
←
inet

)

η→0

= 1

2.303 icorr( 1
ba
+ 1
| bc| )

(61)

(Recall that bc has a negative sign.) Solving for icorr gives

icorr = 1

2.303

(
dη

d
←
inet

)
η→0

( 1
ba
+ 1
| bc| )

(62)

The differential in Eq. (61) is called the polarization resistance Rp, because it has the units of
resistance

(
d η

d
←
inet

)

η→0

≡ Rp (63)

so that Eq. (62) can be written as

icorr = 1

2.303 Rp ( 1
ba
+ 1
| bc| )

(64)
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which is the Stern–Geary equation . An expression similar to Eq. (64) holds for linear polarization
in the cathodic direction except that the term dη/di (i.e., Rp) is evaluated for a net cathodic current
near the corrosion potential.

Thus, the corrosion rate can be determined from Eq. (64) by polarization measurements close
to the corrosion potential. The required Tafel slopes are usually measured in separate experiments,
although methods [49] have been developed to estimate ba and bc from polarization measurements
made near the corrosion potential.

Example 7.3: Titanium alloys are finding recent use as dental implant materials. In a study [50]
on the electrochemical behavior of a commercial titanium alloy, the polarization resistance Rp was
observed to have the value 45,400 � cm2 in an electrolyte containing Cl– and HPO4

– ions (among
other constituents) intended to approximate the electrolyte found in the human mouth. What is the
corrosion rate of the titanium alloy in this electrolyte if the anodic and cathodic Tafel slopes are
0.100 and –0.100 V, respectively?
Solution: The experimental data can be entered directly into the Stern–Geary equation to give

icorr = 1

2.303 (45,400 � cm2) ( 1
0.100 V + 1

0.100 V )

The result is icorr = 0.48 μA/cm2. Thus, the commercial alloy has a low corrosion rate in the
electrolyte of interest.

The form of Eq. (64) is also useful in applications where the cathodic reaction is under diffusion
control. As will be seen in Chapter 8, the effective Tafel slope is infinity for a diffusion-controlled
cathodic process which reaches a limiting current density. This value for bc can be conveniently
entered into Eq. (64) because 1/∞= 0.

Advantages and Possible Errors for the Linear Polarization Technique

An advantage of the linear polarization method is that the linearly polarized sample can be re-used
repetitively to give corrosion rates as a function of immersion time. This is because the extent of
polarization is at most about 50 mV removed from Ecorr, and any changes in the electrode surface
due to polarization are minimal (if any). Thus, the linear polarization method can be used to monitor
continuously the corrosion rate of test coupons as a function of time.

Possible errors in the linear polarization method include the following:

(1) Application of the Stern–Geary equation under conditions where the Butler–Volmer equa-
tion does not apply (inclusion of the case when the cathodic reaction is under concentration
polarization has been mentioned above).

(2) Application of the Stern–Geary equation under non-steady-state conditions.
(3) Errors in achieving linearity near the corrosion potential.
(4) Changes in Tafel slopes with time.
(5) Errors because the equilibrium potentials of anodic or cathodic half-cell reactions are close to

the corrosion potential. This limitation has been treated in detail by various authors [51, 52].



The Linear Polarization Method (Stern and Geary) 163

In brief, when the corrosion potential Ecorr is close to the equilibrium potentials of either half-
cell reaction, it cannot be assumed that the total anodic or cathodic current density in the mixed
couple is carried by a single half-cell reaction, as is assumed in the derivation of the Stern–Geary
equation. While important from a theoretical standpoint, this information is not always tractable,
especially for complex systems.

Applications of the Linear Polarization Technique

This method has been used in a variety of applications [12]. Some examples include the evaluation
of corrosion inhibitors [53, 54], the behavior of protective zinc coatings [55], atmospheric corrosion
monitors [56]), the oil industry [57, 58], pipelines [59, 60], chemical process industries [61], in pulp
and paper plants [62], in water treatment applications [63], the corrosion of steel-reinforcing bars
in chloride-contaminated concrete [64, 65], the corrosion behavior of biomedical implant alloys in
simulated body fluids [50, 66], and the corrosion of aluminum alloys in beverages or liquid foods
[43], or of aluminum alloys in crevices [67].

Two studies on reinforced steels in concrete systems serve to illustrate the utility of the linear
polarization method. For reinforcing steel in a saturated Ca(OH)2 solution, Andrate and Gonzalez
[64] have observed an excellent correlation between weight losses calculated from the linear polar-
ization method and weight losses determined from integration of current–time curves. For steel
embedded in chloride-contaminated concrete, Lambert et al. [65] have observed an excellent agree-
ment between weight losses calculated from the linear polarization method and actual gravimetric
weight losses.

Figure 7.36 shows how the polarization resistance of an in-situ inaccessible sample can be
related to the instantaneous corrosion rate [67]. Plots such as in Fig. 7.36 can be used to monitor
continuously the durability of corrosion test coupons.
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Fig. 7.36 Relationship between current density calculated from weight loss measurements and polarization resistance
of three different aluminum alloys in crevices in air-saturated 5% NaCl. Plotted from data in [67] by permission of
NACE International 1981
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Table 7.7 Comparison of corrosion rates determined by the linear polarization technique with results obtained by a
second method

Metal Solution

Corrosion rate by
linear
polarization

Corrosion rate by
a second method Second method Reference

Iron 1 M HCl 46 μA/cm2 42 μA/cm2 Tafel McCafferty [6]
1 M HBr 21 μA/cm2 23 μA/cm2 Tafel

16 μA/cm2 Colorimetric
1 M HI 10 μA/cm2 10 μA/cm2 Tafel

7 μA/cm2 Colorimetric
Plain carbon

steel
0.5 M H2SO4 157 μA/cm2 165 μA/cm2 Tafel Driver and

Meakins [54]
0.5 M H2SO4

+ 10–4 M
inhibitor

12 μA/cm2 14 μA/cm2 Tafel

Low alloy
steel

Hydrocarbon/
water mixture
85◦C

0.11 mm/year 0.08 mm/year Weight loss Jasinski and
Efird [58]

Fe–18Cr Molten carbonate 4.7 A/m2 5.6 A/m2 Tafel Zhu et al. [68]
Al alloy 3003 Acetate buffer,

pH 4.6
8.1 μA/cm2 8.2 μA/cm2 Tafel Evans and

Koehler [43]
9.1 μA/cm2 Hydrogen

evolution
Al brass 0.6 M NaCl

(flowing)
0.068 mm/year 0.072 mm/year Weight loss Tamba [69]

Cu–Ni
(90–10)

Seawater
(flowing)

0.045 mg/dm3

O2

0.49 mg/day 0.42 mg/day Weight loss

Syrett and
Macdonald
[70]

26.3 mg/dm3 O2 0.35 mg/day 0.39 mg/day Weight loss

Various investigators have compared corrosion rates determined by the linear polarization method
with the corrosion rate determined by an independent method. A partial list of examples for var-
ious metals is given in Table 7.7. Additional examples have been compiled by Callow et al.
(52). A sufficient number of suitable comparisons have been obtained over the years so that
the linear polarization method has achieved widespread acceptance (subject, of course, to its
limitations).

The use of alternating current techniques to measure the polarization resistance Rp is discussed
in Chapter 14.

Small-Amplitude Cyclic Voltammetry

As noted earlier, the linear polarization technique should be applied under steady-state conditions.
That is, when the electrode potential is changed from Ecorr to some new value near Ecorr, sufficient
time must be allowed so that the resulting current reaches a steady-state value before the potential
is changed again. Very often, the potential is ramped with time so that the resulting current may be
a function of the rate of potential sweep. Macdonald [71] has studied the response of copper–nickel
alloys to a small-amplitude triangular potential excitation and has observed that there was significant
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dissolved oxygen. Specimen area = 11.05 cm2, exposure time = 50 h. Redrawn from [71] by permission of ECS –
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hysteresis in the current–potential curves for high sweep rates. Small-amplitude cyclic voltammetry
(SACV) plots are shown in Fig. 7.37 for 90:10 Cu–Ni alloys in flowing seawater. Macdonald con-
cluded that the proper data to be used in the Stern–Geary equation were from SACV plots which
exhibited minimum hysteresis.

Experimental Techniques for Determination of Polarization Curves

This section is intended to present only a brief description of experimental techniques used to
determine polarization curves in the laboratory.

Electrode Samples

For polarization studies in the laboratory, several different types of metal electrodes can be used,
including cylindrical rods, flat specimens, thin sheets of metal, or wires. The typical size of a spec-
imen for laboratory studies is 1–10 cm2 in area. Sample preparation to clean the surface prior to
immersion of the electrode into the electrolyte may vary from mechanical polishing only to mechan-
ical polishing followed by a chemical etch or electropolishing. The electrode surface is usually given
a final cleaning in a mild solvent, such as methanol, and is then allowed to air-dry.
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Electrode Holders

Specimen holders are needed to introduce the metal sample into solution in such a manner that
only the metal surface of interest contacts the electrolyte. All extraneous metal surfaces (such as
connecting rods or wires) must be isolated from the electrolyte. For cylindrical metal specimens
or sufficiently thick planar samples, a Stern–Makrides electrode holder is often used [72, 73]. See
Fig. 7.38. Electrical contact to the metal sample is made by means of a stainless steel threaded rod.
This threaded rod is placed within a heavy-walled glass tube and the electrode sample is forced
firmly against a compression Teflon R© piece by means of pressure hand applied to a knurled knob
located at the top of the electrode holder. When the holder is properly constructed, the electrolyte
does not leak into the interior of the heavy-walled glass tube.

Heavy wall
glass tubing

Metal rod
(threaded as shown)

Teflon ring
Metal washer

Retaining nut
or knurled knob

Teflon

Electrode sample

Fig. 7.38 A Stern–Makrides compression-type electrode holder [72]

Electrical contact to flat samples can be made by a screw inserted into a hole drilled and tapped
in the metal sample, as shown in Fig. 7.39. Extraneous surfaces including the edges of the sample
can be covered with an insulating varnish or lacquer which has sufficient adhesion so as to preclude
undercutting of the varnish or the lacquer by the aqueous solution. Following Wilde et al. [74], the
author has found a commercial alkyd resin to be effective. Flat samples can also be mounted in non-
metallic materials, such as epoxy mounts. This arrangement makes handling of the sample easier
for polishing prior to immersion, but if localized corrosion inadvertently occurs in a crevice formed
between the mount and the metal sample itself, then the experimental results are suspect.

Thin or brittle samples can also be used in epoxy mounts with an electrical contact provided to
the backside of the metal, as described by Jones [75].

Wire or thin rod metal specimens can be encased in heat-shrinkable Teflon R© or polymer tubing
so as to expose only a certain fixed area of the sample to the solution.

Various types of samples and electrode holders are illustrated in Fig. 7.39.
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Metal 
sample
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or wire)

Heat-shrinkable
polymer

Screw

Flat metal 
sample

Extraneous surfaces 
to be covered with 
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Connecting rod

Metal sample

Epoxy mount

Heat-shrinkable
polymer

(a) (b) (c)

Fig. 7.39 Various types of metal samples and electrode holders

Electrochemical Cells

Figure 7.40 shows the design of an electrochemical cell used for polarization measurements. The
cell has ports for the introduction of the working (test) electrode, an auxiliary electrode (usually
platinum) which is needed to complete the electrical circuit, and the reference electrode which is
housed in a Luggin–Haber capillary compartment. The cell also has gas inlets and outlets, which
can be used to purge the electrolyte and the cell interior of oxygen by using an inert gas such as
argon. The electrolyte can also be bubbled with oxygen if it is desired to conduct experiments in
oxygen-saturated solutions. Bubbling with a gas also stirs the solution and minimizes concentration
polarization effects. In addition, experiments can be conducted in quiescent solutions open to the air
by simply keeping the gas ports open to the atmosphere.

In this type of cell, a split auxiliary electrode should be used, in which identical auxiliary elec-
trodes are placed on each side of the working electrode. The two parts of the auxiliary electrode are
connected externally to the cell. The purpose of this arrangement is to minimize problems in current
distribution which might otherwise exist between the working and the auxiliary electrodes. Cells
similar to that in Fig. 7.40 have been described elsewhere [73, 75].

A two-compartment cell can also be used [6, 17] in which the working electrode and counter
electrode are contained in separate compartments joined by a porous glass frit. With this arrange-
ment, any changes in electrolyte composition which may result from electrochemical reactions at the
counter electrode are not experienced by the solution in the compartment which houses the working
electrode.

In either type of cell, graphite auxiliary electrodes can be used if platinum is not available.
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Gas in

Stopcocks

Gas out

Test electrode

Auxiliary 
electrode (Pt)

Auxiliary 
electrode (Pt)

Gas bubbler

Reference 
electrode

Luggin-Haber
capillary

Fig. 7.40 Schematic diagram of a glass cell commonly used for making polarization measurements

Instrumentation and Procedures

Modern potentiostats (constant potential devices) are commercially available having computer con-
trol and a wide variety of software packages. Potentiostats are based on operational amplifiers, and
other sources should be consulted as to their theory and design [76, 77]. These devices can be oper-
ated either in the potentiostatic or the galvanostatic mode. In the potentiostatic mode, the electrode
potential is held constant and the resulting current is recorded. In the galvanostatic mode, the cur-
rent is held constant and the resulting electrode potential is recorded. Either mode can be used
unless there is an active–passive transition, as shown schematically in Fig. 7.41. In such cases, the
galvanostatic mode, which determines E as a function of i, will not detect the “nose” in the anodic
polarization curve. (The subject of passivity is treated in Chapter 9.)

It should be noted that a simple and inexpensive galvanostat can be constructed using a 45 V
battery in series with a bank of variable resistors and with the corrosion cell itself [7]. Because the
electrolytic resistance of the solution in the corrosion cell is much less than that of the variable
resistors, a constant current is essentially defined by the setting of the variable resistors.

Polarization curves can be determined by the potential step or the potential sweep method. In the
potential step method, the electrode potential is changed abruptly from one discrete value to another,
and the resulting current is then recorded as a function of time until the current reaches a steady-state
value which either is invariant with time or changes only minimally with time. The process is then
repeated, potential by potential, until the entire polarization curve is determined.

The time required to attain a steady-state current for a given potential depends on the nature of
the system under investigation. For example, in a study on the corrosion of iron in 1 M HCl with and
without organic inhibitors, potential steps of 10–15 mV were used, and the currents were observed
to be constant after approximately 20 min [8]. The potential step method is sometimes tedious but
ensures that steady-state polarization curves are obtained.
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Galvanostatic

Potentiostatic

Ecorr

i

E
More positive

Passive film
formation

Metal
dissolution

O2 evolution

Active/passive transition

Fig. 7.41 An anodic polarization curve showing a transition from a region of active corrosion to a region of passivity
and the response to this transition for galvanostatic vs. potentiostatic measurements

In the potential sweep method, the electrode potential is ramped continuously with time, and the
resulting current is simultaneously recorded along with the applied potential. Care must be taken
that the sweep rate is sufficiently slow so that the steady state is approximated by the sweep. Sweep
rates of 10–100 mV/min are commonly used.

Polarization curves should be determined only after the open-circuit electrode potential of the test
metal has attained a steady-state value. The length of time required to reach the steady state depends
markedly upon the nature of the system. For the well-defined set of laboratory conditions for iron in
de-aerated 1 M HCl referred to above [8], only 24 h was required to reach a steady-state electrode
potential.

However, for the decidedly more complex environment of natural seawater open to the air, much
longer times are required for immersed metals to reach stable open-circuit potentials. For example,
the open-circuit electrode potential of zinc was stable after 75 days of immersion, whereas mild
steel required 250 days [78]. Electrode potentials of copper immersed in laboratory cells containing
seawater or in a seawater flume were stable after 50 days of immersion, but similar copper specimens
immersed in seawater under a pier exhibited unstable potentials which were highly variable even
after 1 year of immersion [78].

The next chapter will consider in detail the corrosion behavior of metals immersed in elec-
trolytes open to the air where the principal cathodic reaction is the reduction of dissolved
oxygen.

Problems

1. The following weight loss data were observed for the corrosion of Al alloy 7075 in 1 M
HCl [2]:
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Time (h) Weight loss (g)

1.0 0.0628
2.0 0.3955
3.0 1.3097
4.0 1.8796
6.0 3.3372
7.6 3.8788

The sample size was 15.0 cm2 in each case.

(a) What is the corrosion rate in grams per square centimeter hour?
(b) What is the equivalent current density in milliamperes per square centimeter assuming that

the anodic half-cell reaction is

Al→ Al3+ + 3e−

2. The following weight loss data were observed for the atmospheric corrosion of plain carbon
steel in an industrial atmosphere [79]:

Time (years) Weight loss (mg/cm2)

0.0 0.0
0.5 51.5
1.0 82.7
2.0 149.3
3.0 189.9
4.0 226.9
5.0 257.8
7.0 295.2

(a) What is the instantaneous corrosion rate in milligrams per square centimeter per year at 1
year exposure?

(b) What is the trend in instantaneous corrosion rates with time?
(c) What does the trend in (b) indicate about the protective nature of the rust layer formed on

the carbon steel in this particular environment?

3. Suppose that a 2.0 cm2 sample of iron is immersed in 500 ml of acid solution and the
corrosion rate is determined by Tafel extrapolation to be 10.0 mA/cm2. Assume that the
iron corrodes to form Fe2+ ions with the evolution of hydrogen. After a 10 h immersion
period:
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(a) What is the total concentration of dissolved Fe2+ in solution?
(b) What is the weight loss of the iron specimen per unit area of sample?
(c) What volume of hydrogen gas in ml (STP) has been evolved per unit area of sample?

4. Convert the corrosion rate for titanium given in Fig. 7.7 in terms of nanometer per square cen-
timeter per second to the equivalent weight loss of titanium metal in milligrams per square
centimeter per hour. The density of titanium is 4.51 g/cm3.

5. Alloy C-276 is used in various applications where enhanced corrosion resistance is required.
The alloy has the following composition by weight of the major components: 54.6% Ni, 16.2%
Cr, 15.3% Mo, and 5.8% Fe. In a study [80] on the accelerated corrosion of alloy C-276, the
alloy was anodically polarized in a small volume of electrolyte (300 μL) as shown in the figure
below:

Electrolyte
(300 μL) Alloy C-276

After anodic polarization, the ionic composition of the electrolyte was chemically analyzed
using atomic absorption spectrophotometry. The results of one trial were as follows:

Fe Cr Mo Ni

0.93 1.62 2.10 11.51

where the numbers refer to the total milligrams of each dissolved metal in the electrolyte
volume. Under the conditions of this study, does the alloy corrode stoichiometrically in the
electrolyte? That is, does each alloying element in the alloy corrode in proportion to its amount
in the bulk alloy? If not, which elements, if any, are preferentially corroded?

6. Calculate the theoretical Tafel slope for the anodic reaction

Fe(s)→ Fe2+(aq)+ 2e−

when the reaction is under activation control. Assume that the transfer coefficient α = 0.5 and
that the anodic reaction occurs in a single-step two-electron transfer.

7. Sketch the experimentally observed anodic and cathodic polarization curves for zinc which
result from the Evans diagrams shown in Fig. 7.23.

8. The following data were taken for iron immersed in 1 M HCl [8]

(a) What is the corrosion potential?
(b) What is the corrosion rate?
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Cathodic polarization Anodic polarization

E vs. SCE i (μA/cm2) E vs. SCE i (μA/cm2)

–0.465 8.0 –0.443 5.7
–0.475 19.6 –0.440 30.3
–0.485 33.9 –0.435 71.4
–0.495 51.8 –0.425 178
–0.505 71.4 –0.415 339
–0.515 94.6 –0.405 607
–0.525 127 –0.395 1000
–0.535 171 –0.385 1964
–0.545 223
–0.555 294
–0.570 446
–0.590 803
–0.600 892
–0.610 1363
–0.620 1690

9. For a corrosion reaction under activation control,

(a) At what overvoltage does the rate of the reverse reaction become 10% of the rate of the
forward reaction?

(b) At what overvoltage does the rate of the reverse reaction become 1% of the rate of the
forward reaction?

10. Given the following Evans diagram, show that the logarithm of corrosion current density icorr in
a galvanic cell is a linear function of the logarithm of the cathode to anode ratio (Ac/Ac). That
is, show that icorr vs. Ac/Ac obeys a linear log–log relationship. Assume that ba = –bc = b.

E

log I
log Io,c

log Io,a

Eo, a

log Icorr

EcorrEo, c
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11. (a) Determine the corrosion rate of nickel in 1 M HCl graphically using the data in Tables 7.3,
7.4, and 3.1. Assume that ba = 0.060 V and bc = –0.100 V. (b) What is the corrosion potential?

12. Evans and Koehler [43] determined the corrosion rate of Al alloy 3003 in apple juice by the
linear polarization method. If the measured polarization resistance is 0.0136 M� cm2, and the
anodic and cathodic Tafel slopes are +0.100 and –0.100 V, respectively, what is the corrosion
rate in microamperes per square centimeter of the aluminum alloy in apple juice?

13. The following data were obtained for the cathodic linear polarization of iron in 1 M HCl [6]:

Overvoltage η (V) Cathodic current density (μA/cm2)

–0.010 –25
–0.020 –47
–0.030 –69
–0.040 –77

From the full cathodic polarization curve, the cathodic Tafel slope was determined to be
–0.100 V, and the corrosion rate was 43.7 μA/cm2. What is the expected value of the anodic
Tafel slope?

14. By retaining quadratic terms in the MacLaurin expansion show that the Butler–Volmer equation
for a corrosion metal can be written as

←
inet = 2.303 icorr

[(
1

ba
+ 1

|bc|
)

η + 1.152

(
1

b2
a
− 1

b2
c

)
η2
]

(a) How could the corrosion rate be determined from this equation?
(b) Does this approach offer any advantage over the linear polarization method?

15. Consider a set of tests (e.g., the addition of various corrosion inhibitors) in which the anodic
and cathodic Tafel slopes do not vary from sample to sample. Show that under these conditions,
a plot of log icorr vs. log Rp should have a slope of –1.
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Chapter 8
Concentration Polarization and Diffusion

Introduction

The previous chapter has considered the electrode kinetics of corrosion processes under the control
of activation polarization. Most of the examples in Chapter 7 were for metals corroding in acid solu-
tions, in which the cathodic reaction is the evolution of hydrogen, a reaction which usually proceeds
under activation control. As was also discussed in Chapter 7, a second major type of polarization pro-
cess is concentration polarization, in which the electrode is polarized due to a concentration effect
that occurs at the electrode surface. For cathodic processes, the most important concentration effect
is the diffusion of dissolved oxygen to the metal surface and the subsequent reduction of oxygen by
the half-cell reaction

O2(g)+ 2H2O(l)+ 4e− → 4OH−(aq) (1)

For anodic processes, concentration polarization occurs due to the slow diffusion away from the
metal surface of the metal cations which are produced by anodic dissolution. For example, the anodic
reaction

Fe(s)→ Fe2+(aq)+ 2e− (2)

will produce a concentration effect if Fe2+ ions are slow to diffuse away from the metal surface.
Concentration polarization effects can also occur in the corrosion of metals in acid solutions (for

which the cathodic reaction is hydrogen evolution rather than oxygen reduction). But these instances
occur far less frequently than does concentration polarization due to oxygen reduction. Discussion
of concentration polarization for the case of hydrogen reduction will be given later in this chapter.

Where Oxygen Reduction Occurs

Oxygen reduction is the predominant cathodic reaction for any solution of neutral to alkaline pH and
which is open to the atmosphere. This is because the electrolyte involved will contain a certain con-
centration of dissolved O2 from the atmosphere. Thus, oxygen reduction occurs during the corrosion
of metals in a wide variety of instances, including corrosion in

• natural waters, such as lakes, rivers, or streams
• seawater and salt spray environments
• structural metals in the natural outdoor atmosphere

177E. McCafferty, Introduction to Corrosion Science, DOI 10.1007/978-1-4419-0455-3_8,
C© Springer Science+Business Media, LLC 2010
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• electronic components in indoor environments
• piping systems which contain dissolved O2, such as copper pipes carrying drinking water
• industrial cooling systems
• waste water systems
• hot water heaters and steam generators
• moist soils
• O2-containing body fluids near joints or in the oral cavity
• systems with standing water, such as rain gutters, drains, and nozzles
• oil-well and geothermal brines.

Oxygen reduction can also occur in acidic solutions open to the air, and some examples will be
considered later in this chapter.

Concentration Polarization in Current Density–Potential Plots

Figure 8.1 shows schematically a typical current density–potential curve displaying activation polar-
ization for both the anodic and the cathodic branches. This curve is typical of the corrosion of metals
in oxygen-free acid solutions and is the type of polarization curve considered in much detail in the
previous chapter.

E

Activation
polarization

Concentration
polarization

Ecorr

icorr

Anodic Cathodic

log | i |

Fig. 8.1 Schematic diagram showing concentration polarization at the tail end of an activation polarization curve

Concentration polarization may also occur in such cases but usually as a secondary effect at the
tail end of the Tafel regions, as shown in Fig. 8.1. On the anodic side of the curve, increased metal
dissolution at large anodic overvoltages may lead to the accumulation of dissolved cations near the
electrode surface. If these accumulated dissolved cations diffuse away slowly, then concentration
polarization will result. On the cathodic side of the curve, increased hydrogen evolution at large
cathodic overvoltages may cause a depletion of reacting hydrogen ions near the electrode surface.
In addition, the increased number of hydrogen gas molecules which are produced may be slow to
diffuse away from the electrode surface. Either event will result in concentration polarization for the
cathodic reaction. However, as seen in Fig. 8.1, such concentration polarization effects are minor
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compared to the effect of activation polarization, and the corrosion rate can be easily determined by
Tafel extrapolation.

Figure 8.2 shows an experimentally determined polarization curve for iron in 0.6 M NaCl solution
open to the air [1]. The anodic curve is under activation control and is similar to the anodic polar-
ization curve for iron in acid solutions shown in Fig. 7.24. However, the cathodic curve for oxygen
reduction in Fig. 8.2 is quite different than the cathodic curves for hydrogen evolution in Fig. 7.24.
The cathodic polarization curve in Fig. 8.2 “flattens out.” In the example shown, for electrode poten-
tials more negative than –800 mV vs. Ag/AgCl, the current density essentially becomes independent
of the electrode potential. This is a typical polarization curve under concentration control and is a
characteristic curve for the diffusion-limited reduction of oxygen.
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Fig. 8.2 Experimental polarization curve for iron in 0.6 M NaCl open to the air [1]. Reproduced by permission of
ECS – The Electrochemical Society

Solubility and Diffusion

Solubility of Oxygen in Aqueous Solutions

Any solution open to the air is in contact with oxygen molecules in the gaseous phase. Upon initial
contact of the solution with the air, there is a dynamic exchange between O2 molecules in the gas
phase and O2 molecules which enter the liquid phase. Some of the dissolved O2 molecules in the
near-surface region escape back out into the gaseous phase, but other O2 molecules venture further
into the interior of the liquid phase by the process of diffusion. See Fig. 8.3. Diffusion is the random
movement of molecules (or ions) arising from the translation due to thermal energy. By the process
of diffusion, the entire liquid phase eventually gets saturated in O2 and becomes uniform throughout
in its composition of dissolved O2.

Oxygen molecules can dissolve in water or in an aqueous solution due to intermolecular forces
which exist between O2 and H2O molecules. The solubility of dissolved oxygen in an electrolyte
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Fig. 8.3 Schematic diagram showing the dynamic equilibrium between H2O molecules in the gas phase and the liquid
surface. Also represented is the process of diffusion by which H2O molecules enter the bulk of the liquid

depends on three factors: (i) the temperature of the solution, (ii) the pressure of the external gas
phase, and (iii) the nature and concentration of the electrolyte.
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Fig. 8.4 Solubility of O2 in water as a function of temperature at 1 atm pressure [2]

The solubility of dissolved oxygen decreases with increasing temperature of the liquid, as shown
in Fig. 8.4, which gives the solubility of dissolved O2 in water in equilibrium with 1 atm of air.
With increasing temperature, the translational motion of molecules in the solution becomes more
rapid so that dissolved O2 molecules are more likely to enter the interface and escape back into the
gaseous phase. However, with increasing external partial pressure of oxygen, more O2 molecules
from the gas phase contact the surface of the liquid so that there is a greater likelihood that gaseous
O2 molecules enter the liquid phase and are dissolved. If the atmosphere of air is replaced by one of
pure oxygen, the solubility of O2 in the liquid will increase according to Henry’s law

[O2] = KHPO2 (3)

where [O2] is the concentration of dissolved oxygen in the liquid, KH is the Henry’s law constant,
and PO2 is the partial pressure of O2 in the gas. (The partial pressure of oxygen in air is PO2 =
0.21 bar). More information on units of pressure is given in Table 8.1.
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Table 8.1 Units of pressure

1 Torr is the pressure produced by a column of mercury 1 mm high
1 Pascal (Pa) equals a force of 1 Newton per square meter (N/m2) (a Newton is

the force required to give a mass of 1 kg an acceleration of 1 m/s)
1 bar is equal to 100,000 Pa = 100 kPa

Units of atmospheric pressure:
1 atmosphere (atm) = 760 mm Hg

= 760 Torr
= 101,325 Pa
= 1.01325 bar
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Fig. 8.5 Solubility of O2 in NaCl solutions as a function of temperature at 1 atm pressure [2]

Figure 8.5 shows the solubility of oxygen in NaCl solutions open to the air. It can be seen
that the concentration of dissolved O2 decreases with increasing salt concentration (for a given
temperature).

The solubility of O2 in an electrolyte also depends on the identity of the electrolyte. Figure 8.6
shows solubility data for several different electrolytes [3].

Fick’s First Law of Diffusion

The flux J due to diffusion past a given plane is given by Fick’s first law:

J = −D
d C

dx
mol

cm2 s

cm2

s

mol/cm3

cm

(4)

where the units are as indicated above. The proportionality constant D is called the diffusion coef-
ficient and has the value of approximately 10–5 cm2/s for most ions and small molecules in water
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Fig. 8.6 Solubility of O2 in various salt solutions at 25◦C [3]

[4, 5]. The quantity dC/dx in Eq. (4) is the concentration gradient. The minus sign in Eq. (4) arises
because the diffusion flux J and the concentration gradient dC/dx act in opposite directions, as shown
schematically in Fig. 8.7.
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Fig. 8.7 Diffusion of a molecule or an ion toward an electrode surface
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Diffusion and Random Walks

The driving force for the diffusion of a gas molecule (or an ion) in a solution is a difference in
concentrations of the molecule (or ion) in different regions of the solution. On a microscopic scale,
diffusion can be considered to be a random walk of molecules or ions. For the diffusion of O2
molecules in water, for example, an O2 molecule will travel only a short distance before it encounters
a solvent H2O molecule. As a result, the O2 molecule wanders about to find a “space” between
H2O molecules and in doing so executes a random walk. (The concept of spaces or holes between
molecules in the liquid phase arises from the theory of viscosity of liquids, in which liquid molecules
flow by movement into vacant sites in a liquid lattice-like structure [6].)

In the classic one-dimensional random walk, a diffusing molecule can take a random step from
the origin either to the right or to the left along the X-axis (each step having equal probability). The
question is to determine how far the molecule can travel in some given time t. The distance traversed
is referred to as a root mean square distance

√
<d2>, because the actual net distance finally traveled

may have either a positive sign (to the right of the origin) or a negative sign (to the left of the origin).
In the random walk, each diffusing molecule is assumed to move independently of all the others, and
each new step is independent of the previous step. For the diffusion of O2 in H2O, for example, the
O2–H2O intermolecular forces which exist after a given step do not restrict the movement of the O2
molecule in the next step.

The random motions of a diffusing molecule, such as O2, actually occur in three dimensions.
Thus one-dimensional space is not realistic, but three-dimensional space is more difficult to visu-
alize, so instead let us consider two-dimensional random walks. Let the diffusing molecule be able
to jump 1 distance unit in the directions N, NE, E, SE, S, SW, W, and NW, each occurring with
equal probability 1/8. In this example, the jump distance is restricted to be 1 distance unit because
it is unlikely that an O2 molecule in a liquid would take large jumps without encountering water
molecules.

Figure 8.8 shows several 20-step random walks which resulted from the use of a random number
generator, with the integers 1–8 being used to designate the directions N, NE, E, etc. In each case,
the root mean square distance <d> is indicated in Fig. 8.8. The 20-step process shown in Fig. 8.8
was carried out 300 times using a simple computer program which inputs a sequence of 20 random
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Fig. 8.8 Examples of a two-dimensional random walk showing the net distance (d) traveled in each case. Each random
walk begins at the origin (0, 0)
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numbers varying from 1 to 8 and then tracks the successive change in co-ordinates as the particle in
question is translated from the origin. The resulting net distance traveled d is obtained by calculating
the distance between the origin and the final co-ordinates of the point. Figure 8.9 shows that after
300 trials, the calculated values of <d> are distributed around a central range of 4.0–4.5 distance
units.

For a random walk (in one, two, or three dimensions), the expected root mean square distance
<d2> is given by [7]

<d2>= Nl2 (5)

where N is the number of jumps and l is the average distance of a single jump. This equation is
well known for a one-dimensional random walk [5–7]; the derivation of this equation for a two-
dimensional walk is given in Appendix D. For the random walks constructed here, the expected root
mean square distance is <d> = (20 × 12)1/2 = 4.47 distance units. Thus, the observed histogram in
Fig. 8.9 shows a distribution around the expected value of <d>. The distribution is not symmetrical
around the mean expected value <d>. This is because distances less than <d> are constrained by the
lower limit of zero, but large net distances traveled, e.g., <d>≈10 distance units, are possible, though
infrequent, as seen in the histogram. (It should be noted that the two-dimensional walk modeled here
is not entirely random in that movement has been restricted to certain discrete directions and the
jump distance has been confined to a unit length.)

An important result from random walk theory is that the root mean square distance from the
random walk approach is related to the diffusion coefficient D. The relationship is [4, 5]

<d>= √ADt (6)
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where A is a constant and t is the time required to travel the distance <d>. The constant A = 2
for a one-dimensional random walk, A = 4 for a two-dimensional random walk, and A = 6 for a
three-dimensional random walk [4, 5]. Equation (6) is called the Einstein–Smoluchowski equation.

Example 8.1: If a thin-layer electrolyte 0.3 mm in thickness [8] is condensed from the atmosphere
onto a metal roof of a building in a seacoast location, how long will it take for oxygen gas to diffuse
throughout the thickness of the condensed electrolyte?

Solution: Use the Einstein–Smoluchowski equation for three dimensions:

<d>= √6Dt

with <d> being the thickness of the electrolyte. Because the condensed electrolyte will contain chlo-
ride ions, we should use a value of D characteristic of chloride solutions. We use D = 2.0 × 10–5

cm2/s. See Table 8.2. then

0.03cm =
√√√√6

(
2.0× 10−5cm2

s

)
(ts)

Solving for t gives: t = 7.5 s. Thus, diffusion of oxygen into the thin-film electrolyte occurs
rapidly.

Table 8.2 Data for O2 in aqueous solutions

Standard electrode potentials
Electrolyte Cathodic reaction Eo vs. SHE [33]

Neutral or
alkaline solutions

O2 + 2H2O + 4e– −→ 4OH– +0.401 V

Acidic solutions O2 + 4H+ + 4e– −→ 2H2O +1.229 V

Diffusion coefficients D for O2 dissolved in water
Temperature (◦C) D (cm2 s–1) Source

15
20
25

1.67 × 10–5

2.01 × 10–5

2.42 × 10–5

CRC Handbook [34]

25 1.9 to 2.6 × 10–5 Compiled by Lorbeer and
Lorenz [19]

Diffusion coefficients D for O2 dissolved in electrolytes at 25◦C

Electrolyte Concentration D (cm2 s–1) Source
NaCl 0.08–0.85 M 2.2 × 10–5 van Stroe and Janssen [35]
KCl 0.05

1.0
3.0

2.08 × 10–5

2.00 × 10–5

1.75 × 10–5

Ikeuchi et al. [36]

LiCl 0.05
1.0
5.0

2.18 × 10–5

1.91 × 10–5

1.09 × 10–5

Ikeuchi et al. [36]

MgCl2 0.05
1.0
3.0

1.61 × 10–5

1.34 × 10–5

0.61 × 10–5

Ikeuchi et al. [36]

Na2SO4 0.5 M 1.57 × 10–5 Lorbeer and Lorenz [19]



186 8 Concentration Polarization and Diffusion

Electrode Kinetics for Concentration Polarization

Concentration Profile Near an Electrode Surface

When an electrolyte is open to the air, gaseous O2 molecules first dissolve in the electrolyte and
then diffuse throughout the liquid to become uniformly distributed therein, as described above. If a
metal electrode is present in solution, then O2 molecules which diffuse to the electrode surface can
undergo reduction by the half-cell reaction

O2 + 2H2O+ 4e− → 4OH− (1)

Thus, the concentration of dissolved O2 near the electrode surface will decrease as O2 molecules
are converted to OH– ions by the reaction above. The concentration profiles for dissolved O2
molecules near the electrode surface are depicted schematically in Fig. 8.10. If all the dissolved
O2 near the metal surface are reduced to hydroxyl ions, the O2 concentration at the metal surface
will go to zero.

The actual concentration profile near a metal surface for a diffusing species is given by [9]

C = Co − 1√
D

[
2
√

t√
π

e−
x2
4Dt − x√

D
erfc

(
x2

4Dt

)1/2]
(7)

where C is the concentration of the diffusing species at a distance x from the electrode surface, Co is
the concentration in the bulk of the solution, D is the diffusion coefficient, and t is the elapsed time.
The error function complement (erfc) has the form

O2 + 2 H2O + 4 e– 4 OH –

(a)
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Fig. 8.10 (a) Oxygen depletion and OH– production near a metal surface due to the oxygen reduction reaction. (b)
Schematic diagram of oxygen concentration profiles near a metal surface (to<t1<t2<t3)
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erfc(w) = 1− 2√
π

w∫
0

e−U2
du (8)

As will be seen in the next section, rather than using the expression in Eq. (7), the expression for
the concentration profile near an electrode surface can be simplified considerably.

Limiting Diffusion Current Density

When a diffusing species participates in an electrochemical reaction, the flux (J) is related to the
current density (i) by

J=− |i|
nF

(9)

where n is the number of electrons transferred and F is the Faraday. The minus sign results from
the fact that the diffusion flux and the electron flux operate in opposite directions, as illustrated in
Fig. 8.11. Using Fick’s first law of diffusion, Eq. (4), in Eq. (9) and solving for the current density
gives

|i| = nFD
dC

dx
(10)

Overall reaction:  2 Fe  + O2 + 2 H2O  2 Fe+2 + 4 OH–

At anodic sites:                        2 [ Fe Fe+2 +  2e–]

At cathodic sites: O2+ 2 H2O  + 4e – 4 OH–

Fe+2

Fe

Solution

Fe+2

O2

2 e–

O2

O2

2 e– 4 e– 4 e–

Fig. 8.11 Schematic diagram to show that the oxygen diffusion flux and the electron flux at a corroding metal have
different directions. (So too do the electron flux and the diffusion flux due to metal cations which are generated)

The concentration gradient dC/dx can be obtained from Eq. (7), but instead the concentration
profile can be simplified by using a linear approximation near the metal surface, as shown in
Fig. 8.12. If we linearize the concentration gradient near the surface, then
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Fig. 8.12 The linear approximation to an O2 concentration profile near a metal surface. The parameter δ is the
thickness of the oxygen diffusion layer

|i| = nFD
C − Csurf

δ
(11)

The maximum current density is given by the condition that Csurf = 0. In the case of oxygen
reduction, for example, this means that all oxygen molecules near the surface are reduced to OH–

ions, as per Eq. (1). Then Eq. (11) becomes

|iL| = nFDC

δ
(12)

where iL is called the limiting diffusion current, C is the concentration of the diffusing species in
the bulk electrolyte (in moles per cubic centimeter), and δ is the thickness of the diffusion layer.

Example 8.2: Calculate the thickness of the oxygen diffusion layer on iron in 0.6 M NaCl using the
data in Fig. 8.2.

Solution: From Fig. 8.2, the limiting diffusion current density (i.e., the plateau value) for the cathodic
reaction at 25◦C is 25 μA/cm2 = 2.5 × 10–5 A/cm2. From Table 8.2, we use 2.0 × 10–5 cm2/s for
the diffusion coefficient of O2 in NaCl. The concentration of Cl– ion in 0.6 M NaCl is given by

(
0.6 mol Cl−

L

)(
35.5 g Cl−

mol Cl−
)(

1000 mg

g

)
= 21300 mg Cl−

L

Then, from tabulated data [2] or from Fig. 8.5, the concentration of dissolved O2 is 6.7 mg/L.
Then use

|iL| = nFDC

δ

2.5× 10−5 A

cm2
=
(

4 equiv
mol

) (
96,500 coul

equiv

) (
2.5×10−5 cm2

s

) (
6.7×10−3 g O2

1000 cm3

) (
1 mol

32 g O2

)
δ

Solving for δ gives δ = 0.065 cm.
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Diffusion Layer vs. The Diffuse Layer

The diffusion layer is the thickness over which a concentration gradient exists for a diffusing elec-
troactive species (such as oxygen). As seen in Example 8.2, the diffusion layer for the reduction of
oxygen on iron in 0.06 M NaCl has a thickness of 0.065 cm or 6.5 × 106 Å.

Recall that the diffuse layer, i.e., the diffuse part of the electrical double layer (edl), is that outer
portion of the edl which balances the charge on the inner part of the edl. As mentioned in Chapter 3,
the thickness of the diffuse part of the edl is about 100 Å. Thus, the diffusion layer which arises from
concentration gradients near an electrode surface is much greater in thickness than the diffuse part
of the edl. In fact, for this example, the diffusion layer is about 65,000 times as thick as the diffuse
layer. Thus, the entire edl including its diffuse (Gouy–Chapman) component fits easily inside the
oxygen diffusion layer on iron in 0.06 M NaCl.

The water molecule can be used as a metric to size the thickness of the O2 diffusion layer. From
the density and the molecular weight of water, the diameter of a water molecule is easily calculated
to be 3.8 Å Thus, the O2 diffusion layer would embrace 1,600,000 water molecules laid end to end.
In contrast, the diffuse part of the edl would contain 26 H2O molecules laid end to end.

Current–Potential Relationship for Concentration Polarization

The most important instance of concentration polarization in corrosion applications is the diffusion-
limited reduction of oxygen:

O2 + 2H2O+ 4e− → 4OH− (1)

For this reaction to occur, O2 molecules first diffuse up to the electrode surface, are next reduced
to OH– ions at cathodic sites on the metal surface, and finally the OH– ions which are formed diffuse
away from the electrode out toward the bulk of the solution. Because diffusion is a slow process,
this sequence of events occurs under conditions of equilibrium or near-equilibrium. Thus, the Nernst
equation can be used to describe the half-cell reaction. The Nernst equation for Eq. (1) is

E = Eo − 2.303 RT

4F
log

[OH−]4

[O2]surf
(13)

where Eo is the standard electrode potential for Eq. (1), [OH–] is the concentration of the hydroxyl
ions which are formed, and [O2]surf is the concentration of dissolved oxygen at the electrode surface.
The quantity [O2]surf can be obtained by dividing Eq. (11) by Eq. (12) to give

|i|
|iL| = 1− [O2]surf

[O2]
(14)

where [O2] is the concentration of dissolved oxygen in the bulk of the electrolyte. Thus,

[O2]surf = [O2]

(
1− |i||iL|

)
(15)

Use of Eq. (15) in Eq. (13) gives
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Fig. 8.13 Schematic Evans diagrams for O2 reduction and OH– oxidation

Eo = Eo − 2.303 RT

4F
log

[OH−]4

[O2]
+ 2.303 RT

4F
log

(
1− |i||iL|

)
(16)

When there is no net current flow, i = 0 and E = Eo. See Fig. 8.13. Note the difference between
Eo (the potential corresponding to zero net current flow) and Eo (the standard electrode potential).
Under the condition of zero net current, Eq. (16) becomes

Eo = Eo − 2.303 RT

4F
log

[OH−]4

[O2]
(17)

Equation (17) describes how the thermodynamic standard electrode potential Eo is modified by
the particular pH of the solution and the given concentration of dissolved O2 to yield the potential
Eo of zero net current flow for the oxygen half-cell reaction. Use of Eq. (17) in Eq. (16) gives

E = Eo − 2.303 RT

4F
log

(
1− |i||iL|

)
(18)

With E – Eo = ηconc, the overvoltage due to concentration polarization, Eq. (18), becomes

ηconc = −2.303 RT

4F
log

(
1− |i||iL|

)
(19)

A plot of Eq. (19) is shown in Fig. 8.14. Figure 8.14 shows clearly that the cathodic current density
due to concentration polarization reaches a limiting value and that the limiting value is reached in
this instance after a cathodic overvoltage of approximately –0.040 V. The plot in Fig. 8.14 is similar
to the experimental cathodic curve in Fig. 8.2, where the limiting current is attained after a slightly
larger overvoltage (due to the existence of the back anodic reaction due to iron dissolution).
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Fig. 8.14 Plot of Eq. (19) showing the attainment of a diffusion-controlled limiting cathodic current density

Wagner–Traud Theory for Concentration Polarization

In the previous chapter, it has been shown that the experimentally determined polarization curve
for a corroding metal under activation control is given by the addition of the individual polarization
curves for the two oxidation–reduction reactions. The same approach holds if one of the individual
oxidation–reduction reactions is under diffusion control (concentration polarization). This will be
illustrated for the corrosion of iron in quiescent (unstirred) solutions open to the air.

The anodic reaction is the usual

Fe→ Fe2+ + 2e− (2)

and the cathodic reaction is the reduction of O2 according to the following reaction:

O2 + 2H2O+ 4e− → 4OH− (1)

Schematic Evans diagrams are shown in Fig. 8.15. The anodic dissolution of Fe is usually under
activation control, as shown in Fig. 8.15, but the cathodic polarization curve in the unstirred air-
saturated solution is under diffusion control, as also shown in the figure. Both partial polarization
curves are drawn using the standard electrode potentials given in Tables 3.1 and 8.2, although each
of these standard electrode potentials would be modified by use of the appropriate Nernst equation
if Eqs. (1) and (2) proceeded under non-standard conditions.

The corrosion potential and the corrosion rate are given by conditions at the intersection of the
total anodic and total cathodic polarization curves. It can be seen that the corrosion rate is in fact
equal to the limiting current density for oxygen reduction. That is, the corrosion rate for iron is
controlled by the rate of the oxygen reduction reaction. This is because at the corrosion potential

i←Fe + i←O2
= |i→Fe | + |i→O2

| (20)
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Fig. 8.15 Schematic Evans diagrams for the O2/OH– and Fe/Fe2+ oxidation–reduction couples and the resulting
experimental polarization curves

where the notation is the same as used in the previous chapter.
Thus

i←Fe − |i→Fe | = |i→O2
| − i←O2

(21)

That is, the net rate of iron corrosion is equal to the net rate of oxygen reduction.
The experimental polarization curves as derived from the Evans diagrams are also shown

schematically in Fig. 8.15. As before, the net anodic current density at any potential is the total
anodic current density minus the total cathodic current density. An analogous expression holds for
the cathodic branch of the curve. The schematic experimental polarization curves are similar to the
actual experimental curves observed in Fig. 8.2.

Thus, extrapolating the anodic Tafel slope for iron dissolution back to Ecorr gives the corrosion
rate, which is the same as the limiting diffusion current density for oxygen reduction. This is a classic
case in which the corrosion reaction is under cathodic control.

Effect of Environmental Factors on Concentration Polarization and Corrosion

As was just shown, the corrosion rate of a metal is determined by the rate of oxygen reduction when
oxygen reduction is under diffusion control. Thus, environmental factors which affect the limiting
diffusion current for oxygen reduction will, in turn, affect the corrosion rate. The effect of several
different environmental factors is considered below.
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Effect of Oxygen Concentration

Figure 8.16 shows schematically the effect of increasing the concentration of dissolved oxygen
on the limiting current density for oxygen reduction. Increasing the concentration of dissolved
O2increases the limiting current density iL. This effect stems directly from Eq. (12), in which it
is seen that iL is directly proportional to C, the concentration of dissolved O2.

lo
g 

| i
 |

E

Increasing O2
concentration

Increasing  
solution
velocity

More (–)

Fig. 8.16 Schematic diagram showing the effect of O2 concentration and solution velocity on the limiting diffusion
current for O2 reduction

Various experimental studies have shown that the corrosion rate increases with increasing O2
content of the electrolyte [10, 11]. For example, Uhlig et al. [10, 11] have observed that for the
corrosion of mild steel in water containing small amounts of CaCl2, the corrosion rate increases
with increasing O2 concentration, as shown in Fig. 8.17. This effect can be explained by the fact
that the anodic polarization curve for iron dissolution intersects the cathodic polarization curve for
oxygen reduction at increased values of iL, which result for increased O2 concentrations, as shown
in Fig. 8.18.

However, Uhlig et al. [10, 11] also observed that additional increases in O2 concentration beyond
the range shown in Fig. 8.17 produced a decrease in the corrosion rate, as shown in Fig. 8.19. This
decrease is due to the onset of a new anodic reaction, i.e., the passivation of the iron surface as it
received an additional supply of oxygen. This increased supply of O2 serves to form a protective
oxide film on the surface, which acts to lower the corrosion rate. (More details on passivity are given
in Chapter 9).

In systems where the corrosion rate is under the control of the oxygen reduction reaction, the
addition of certain chemical compounds can reduce the corrosion rate by reducing the concentration
of dissolved O2. These chemicals are called “oxygen scavengers,” and two which are used frequently
are sodium sulfite (Na2SO3) and hydrazine (N2H4). Sodium sulfite reacts with O2 as follows:

2Na2SO3 + O2 → 2Na2SO4

and thus serves to reduce the concentration of dissolved oxygen so as to lower the limiting diffusion
current density, as per Eq. (12). The corrosion rate is then lowered, as in Fig. 8.18.
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Fig. 8.17 Effect of oxygen concentration on the corrosion of mild steel in water containing 165 ppm CaCl2. Redrawn
from Uhlig and Revie [10] by permission of John Wiley & Sons, Inc
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Fig. 8.18 Schematic Evans diagrams for Fe in aqueous solutions where the oxygen reduction reaction is diffusion
controlled. The intersection of the oxygen reduction and iron dissolution curves gives the corrosion potential and the
corrosion rate

Effect of Solution Velocity

Figure 8.16 also shows the effect of increasing velocity on the limiting diffusion current for oxygen
reduction. Increasing the velocity of the solution brings reactants up to the electrode surface more
easily, thus reducing δ, the thickness of the oxygen diffusion layer. As δ decreases, the value of the
limiting diffusion current iL will increase, as per Eq. (12).
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Cl–. Redrawn from Matsushima [12] by permission of John Wiley & Sons, Inc

Figure 8.20 shows the effect of solution velocity on the corrosion of a carbon steel in water con-
taining various amounts of dissolved Cl– (12). For the highest concentration of Cl– (100 ppm), the
corrosion rate increases with increasing velocity, as described above. However, for a lower concen-
tration of dissolved Cl– (e.g., 50 ppm), the corrosion rate first increases with increasing velocity up
to point C in Fig. 8.20 and then decreases with increasing velocity (point D). This decrease is again
due to an increased supply of O2 and to the concomitant passivation of the metal surface, as shown
schematically in Fig. 8.21.

In a more aggressive environment, such as natural seawater, where passivation does not occur, the
corrosion rate of steel increases with increasing velocity [13].
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Effect of Temperature

Figure 8.22 shows the effect of temperature on the corrosion rate of iron in water open to the
atmosphere and containing dissolved oxygen [14]. The corrosion rate first increases with increasing
temperature up to about 80◦C and then decreases with further increases in temperature.

There are two competing effects at work here. First, the diffusion coefficient D increases with
temperature, and the effect is that D increases about 2% per degree centigrade (see Table 8.2). With
an increase in D, the limiting diffusion current density iL also increases, as per Eq. (12), and thus
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so will the corrosion rate. This effect is predominant for the portion of the curve in Fig. 8.22 over
which the corrosion rate increases with temperature.

The second temperature effect is that the concentration of dissolved O2 decreases with increasing
temperature, as discussed earlier. Thus, as the O2 concentration decreases, so does iL, as per Eq.
(12), and accordingly, so does the corrosion rate. This effect is predominant for the portion of the
curve in Fig. 8.22 over which the corrosion rate decreases with increasing temperature.

For a closed system, the effect of increasing temperature in an oxygen-containing electrolyte is
somewhat different and is shown schematically in Fig. 8.23 [10]. In the closed system, dissolved
O2 molecules which enter the vapor phase cannot escape out into the open atmosphere, but instead
O2 molecules first accumulate in the vapor phase above the liquid. Then, the pressure of O2 above
the liquid increases, which in turn produces an increase in the concentration of dissolved O2 in the
electrolyte by Henry’s law, Eq. (3). This effect predominates so that the corrosion rate increases
monotonically with increasing temperature for a closed system.

Further Applications of Concentration Polarization Curves

Cathodic Protection

The corrosion rate of iron in seawater is 15 mpy (3.3 × 10–5 A/cm2), and the corrosion rate of
zinc in seawater is 2 mpy (3.4 × 10–6 A/cm2) [15]. For both metals in seawater, the corrosion
rate is determined by the rate of oxygen reduction, which is under diffusion control. Thus, we can
construct the Evans diagrams and the experimental polarization curves for both metals, as shown in
Fig. 8.24.

The open-circuit corrosion potential for uncoupled zinc is more negative than that for iron, so
when the two metals are coupled, the zinc electrode is the anode of the pair. This is shown in
Fig. 8.25, which displays several important features:
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Fig. 8.25 Effect of galvanic coupling on the Fe/Zn system shown in Fig. 8.24

(1) The total cathodic curve for the Fe/Zn couple intersects the total anodic curve for the couple at
an electrode potential which is slightly different than the corrosion potential of the uncoupled
zinc. (This observation is often described as iron being polarized to the potential of zinc.)

(2) The corrosion rate of zinc in the Fe/Zn couple is higher than the corrosion rate of uncoupled
zinc.
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(3) The corrosion rate of iron in the Fe/Zn couple is much lower than the corrosion rate of uncoupled
iron.

Figure 8.25 forms the kinetic basis for cathodic protection in neutral electrolytes where the corro-
sion rate of the individual metals is determined by the diffusion-limited oxygen reduction reaction.
Compare Fig. 8.25 with Fig. 5.5, which presents a thermodynamic view of cathodic protection.

Area Effects in Galvanic Corrosion

When copper and iron are coupled in seawater, iron is the anode and copper is the cathode, as
may be seen by referring to the galvanic series in Fig. 5.3. The effect of increasing the area of the
copper cathode is shown schematically in Fig. 8.26 (a). Increasing the cathodic area results in an
increase in the value of the limiting diffusion current (i.e., the total current, not the current density).
Thus the total cathodic curve intersects the total anodic curve (for a fixed area of the iron anode)
at increasingly higher values. This intersection defines the corrosion rate so that the corrosion rate
increases with the area of the cathode.

Actual data are given in Fig. 8.26(b) for copper and iron coupled in seawater [16]. This effect is
similar to that seen in Chapter 7 for galvanic couples in acid solutions.

Linear Polarization

The linear polarization technique can also be used to determine the corrosion rate if the cathodic
reaction is under concentration polarization. From Chapter 7, the Stern–Geary equation for linear
polarization near the corrosion potential is

icorr = 1

2.303
(

dη
di

)
η→0

(
1
ba
+ 1
|bc|
) (22)

This equation follows from the Butler–Volmer equation and, strictly speaking, is applicable only
for the situation where both the anodic and cathodic polarization curves are under activation control.
However, if the cathodic process is controlled by concentration polarization, the “effective” cathodic
Tafel slope bc = dE/d log |i| can be taken to be infinity for the region where a limiting diffusion
current density is observed. This can be seen by referring to Fig. 8.2. Thus, with |bc| = ∞, Eq. (22)
reduces to

icorr = 1

2.303
(

dη
di

)
η→0

(
1
ba

) (23)

for a system in which the cathodic process is under diffusion control.

Example 8.3: In a study on the corrosion of mild steel in an alkaline lithium bromide solution [17],
the cathodic process was observed to be under the control of diffusion-limited concentration polar-
ization, and the anodic process was under activation control with an anodic Tafel slope of +0.062 V.
Linear polarization measurements in the cathodic region near the corrosion potential gave a value of
dη/di = 0.089 V cm2/μa. What is the corrosion rate of mild steel in this solution?
Solution: Use the Stern–Geary equation with |bc| = ∞.
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icorr = 1

2.303
(

0.089 V cm2

μA

) (
1

0.062 V + 1
∞
)

Then, with 1/∞= 0, we can solve for icorr to get icorr = 0.30 μA/cm2.

Concentration Polarization in Acid Solutions

In the previous chapter, we considered that hydrogen reduction in acid solutions was under activation
control. That is, a cathodic Tafel region was observed experimentally. The half-cell reaction is the
usual
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Reproduced by permission of ECS – The Electrochemical Society

2H+ + 2e− → H2

Stern [18] has shown that the hydrogen reduction reaction in unstirred air-free, H2-saturated solu-
tions can undergo concentration polarization. Stern’s results are shown in Fig. 8.27, in which it is
seen that the limiting diffusion current density for hydrogen reduction increases with decreasing
pH (i.e., with increasing acidity). This result follows by writing Eq. (12) for the limiting diffusion
current density for hydrogen reduction:

iL = nFD (10−3) a(H+)

δ
(24)

where a(H+) is the hydrogen ion activity in moles per liter. As a(H+) increases, (pH decreases), iL
increases, as per Eq. (24), as was observed by Stern. Stern took D, the diffusion coefficient for H+,
as 7.39 × 10–5 cm2/s, δ = 0.05 cm, and n = 1 (see Chapter 7, which briefly discusses two different
mechanisms for the hydrogen evolution reaction shown above). The overall number of electrons
transferred is two, but either reaction mechanism proceeds in two consecutive one-electron transfer
steps. Use of the parameters listed above in Eq. (24) gives

log iL=− 0.845− pH (25)

Stern’s results for the limiting diffusion current density for hydrogen reduction as a function of
pH are given in Fig. 8.28. The observed experimental values for iL are in good agreement with values
calculated using Eq. (25).
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Combined Activation and Concentration Polarization

Activation polarization and concentration polarization can occur simultaneously for the same
cathodic reaction. This situation is illustrated in Fig. 8.29, in which it is seen that the total cathodic
polarization curve is the sum of the two individual processes. These are the types of curves observed
by Stern [18] in Fig. 8.27 for hydrogen reduction in unstirred acid solutions.

It is also possible for O2 reduction and H2 evolution to occur in the same solution. This may take
place in acid solutions open to the air. In this case, the O2 reduction reaction can be under diffusion
control, and the H+ reduction reaction can be under activation control. Then, both a limiting diffusion
current density for O2 reduction (at lower cathodic overvoltages) and a Tafel region for H+ reduction
(at higher cathodic overvoltages) are observed, as illustrated in Fig. 8.30. Such polarization curves
have been observed for iron [19, 20] and cadmium [21] in acidified solutions open to the air and
containing dissolved oxygen.

The Rotating Disc Electrode

Throughout this chapter we have referred to solutions as being quiescent (unstirred) or stirred. Thus,
flow conditions have not been stated rigorously, although it has been noted that the limiting diffusion
current density increases if the solution velocity increases. Reproducible control of flow conditions
can be achieved using a rotating disc electrode, as shown in Fig. 8.31.

If a planar disc rotates at a high speed in the liquid, the liquid layer close to the electrode moves
under centrifugal force toward the perimeter of the disc, as shown in Fig. 8.31 [22]. Liquid from the
bulk of the electrolyte will flow toward the center of the disc.

Under these conditions, the limiting diffusion current density is given by the Levich equation
[22, 23]:
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| iL| = 0.62 n FD
2
3 ω

1
2 v−

1
6 Co (26)

where iL is the limiting diffusion current density, n is the number of electrons transferred, D is the
diffusion coefficient of the reacting species of bulk concentration Co (moles per cubic centimeter),
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ω is the angular frequency of rotation of the disc (2π times the rotation frequency), and ν is the
kinematic viscosity (in square centimeter per second).

Rotating disc electrodes have found a large number of applications in mechanistic studies of cor-
rosion processes (as well as in electrodeposition, electrocatalysis, and electrochemical machining).
Only two examples will be given here.

A rotating disc electrode was used by Zembura [24, 25] to follow the corrosion of copper as the
reaction changed from activation control to diffusion control with increasing temperature. Figure
8.32 shows the corrosion current density of copper in air-saturated 0.1 M H2SO4 as a function of the
square root of the rotation velocity [24, 25]. At 25◦C, the reaction is under activation control as the
corrosion current density is independent of rotation rate. At 75◦C, the corrosion current density obeys
the Levich equation, and the reaction is under diffusion control. At an intermediate temperature of
50◦C, the reaction is transitioning from activation control to diffusion control.
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In a study on the oxygen reduction reaction on rust-free iron surfaces in 0.1 M NaCl solutions,
Miyata and Asakura [26] reported the Levich plots shown in Fig. 8.33. From the slope of the Levich
plots and published values for the O2 concentration, diffusion coefficient, and kinematic viscosity of
the solution, Miyata and Asakura calculated the number of electrons transferred to be n = 3.9 and
3.8 for aerated and O2-saturated solutions, respectively. This result is consistent with the following
overall reduction reaction which has been assumed throughout this chapter:

O2 + 2H2O+ 4e− → 4OH−

However, it is unlikely that all four electrons are transferred simultaneously in a single step.
Various mechanisms have been proposed for the cathodic reduction of oxygen [27], but the exact
mechanism is not known.

A variation of the rotating disc electrode is the rotating ring disc electrode (RRDE). In the RRDE,
a rotating disc is surrounded by a concentric co-planar ring electrode, with the ring electrode being
electrically isolated from the disc. The ring electrode does not disturb the flow pattern along the
disc so that cations produced by corrosion at the disc flow outward toward the ring. Moreover, the
potentials of the ring and the disc electrodes can be varied independently so that cations produced at
the disc can be reduced at the ring electrode and identified by their reduction potentials. Thus, this
technique can be used to study the mechanism of corrosion of metal alloys [28].

Problems

1. Nitrate ions (NO3
–) are often used to inhibit the corrosion of iron in aqueous solutions. Suppose

a nitrate ion takes 10,000 random three-dimensional jumps in water, with the distance of each
jump being the diameter of a NO3

– ion (3.0 Å).
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(a) What is the expected root mean square distance traveled by the NO3
– ion after 10,000

jumps?
(b) If the diffusion coefficient of the NO3

– ion is 1.0× 10–5 cm2/s, what is the jump frequency
(number of jumps per second)?

2. If an amine inhibitor is delivered into the solution just outside the opening of a crevice which is
2.0 cm in depth, as shown below, how long will it take for the amine molecule to diffuse into
the deepest part of the crevice if the diffusion coefficient of the amine is 5.0 × 10–5 cm2/s?

Inhibitor delivered 

here at mouth of crevice

Metal Solution

2.0 cm

3. Suppose that the crevice in Problem 8.2 is extremely tight so that the diffusion of the amine
into the crevice is restricted to a two-dimensional random walk. How long will it then take for
the amine molecule to diffuse into the deepest part of the crevice, assuming the same diffusion
coefficient as in Problem 8.2?

4. How long will it take for an O2 molecule to diffuse through the oxygen diffusion layer formed
on iron in quiescent 0.6 M NaCl open to the air?

5. Oxygen diffusion layers in quiet electrolytes with natural convection are usually between 0.05
and 0.10 cm in thickness [29]. For a 0.1 M NaCl solution at 25◦C, calculate the corresponding
range of the limiting diffusion current for oxygen reduction when the electrolyte is in contact
with one atmosphere of air.

6. A piping system for cooling water of pH 7 is constructed of copper. The open-circuit corrosion
potential for copper in this cooling water is Ecorr = +0.5 V vs. SHE. Suppose that the cathodic
half-cell reaction involving O2 reduction is under diffusion control and that the equilibrium
potential for O2 reduction is Eo = +1.3 V vs. SHE. The anodic half-cell reaction involving
copper oxidation is under activation control with an equilibrium potential of Eo = +0.34 V.

(a) Sketch theoretical polarization curves (Evans diagrams) for the cathodic and anodic half-
cell reactions. Label the corrosion potential and corrosion rate on your diagram.

(b) How does an increase in the flow rate of the cooling water affect the corrosion rate? Why?
Indicate this effect in your diagram.

(c) Hydrazine (N2H4) added to the cooling water reacts as follows:

N2H4 + O2 → N2 + 2H2O

What is the effect of the addition of hydrazine to the corrosion rate? Why? Indicate this
effect on the polarization diagram.

7. Under what conditions is the corrosion rate of a metal or an alloy equal to the limiting current
density for oxygen reduction?
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8. The corrosion rate of 99.9% nickel in seawater after immersion in seawater near the Panama
Canal Zone for 16 years was observed to be 1.2 mpy (mils per year) [30]. (The corresponding
corrosion current density is 2.8 × 10–6 A/cm2.)

(a) Draw the hypothetical Evans diagram for this system when corrosion is under the control
of the diffusion-limited oxygen reduction reaction. Assume that Eo,O2 = +0.40 V vs. SHE
and that io,O2 = 1.0 × 10–9 A/cm2. Assume that the anodic reaction for nickel dissolution
is under activation control with an anodic Tafel slope of +0.060 V. Use values for Eo,Ni and
io,Ni from Tables 3.1 and 7.4, respectively.

(b) Based on the Evans diagram, what is the corrosion potential for nickel in seawater?
(c) How does the corrosion potential from part (b) compare with the electrode potential for

nickel given in the galvanic series for seawater?
(d) Sketch the anodic and cathodic experimental polarization curves which result from the

Evans diagram in part (a).

9. The polarization resistance of a 90Cu–10Ni alloy in flowing seawater containing 6.6 mg O2/L
was observed to be RP = 2.7 k� after an immersion time of 40 h [31]. The sample area was
11.05 cm2. The cathodic process was under O2 diffusion control, and the anodic process was
under activation control with an anodic Tafel slope of + 0.070 V.

(a) What was the corrosion rate of the alloy in microamperes per square centimeter at 40 h
immersion?

(b) What was the corresponding weight loss in grams per square meter day assuming that
corrosion of the alloy occurs mainly as:

Cu→ Cu2+ + 2e−.

10. The following occurrence of corrosion as shown in the figure below can occur in heat exchangers
where there are temperature differences along the metal [32]. Explain why corrosion occurs
preferentially at the hot end of the metal.

Hot

Anode

Cathode

Cold

11. Suppose that the corrosion rate of a metal is 50.0 μA/cm2 when the metal is immersed in a
solution open to the air and that the corrosion rate is under O2 diffusion control. What is the
corrosion rate when the air above the solution is replaced with pure O2 at 1 atm pressure?
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(Assume that passivation does not occur when the atmosphere is pure O2.) HINT: Use Henry’s
law and the fact that the partial pressure of O2 in air is 0.21 atm.
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Chapter 9
Passivity

Introduction

So far this text has considered (or has mentioned) several different methods of corrosion control.
These methods have included cathodic protection, corrosion protection by organic coatings, the use
of corrosion inhibitors, and the use of additives which can change the pH of the aqueous solution.
One of the most effective means of corrosion protection is the use of metals or alloys which have
inherently low corrosion rates in a solution due to the existence of a passive oxide film.

As noted by Macdonald [1], metals such as iron, nickel, chromium, and aluminum are all
inherently reactive, as evidenced by the fact that they occur in nature as their ores rather than in
elemental form. Yet these metals are used in industry because they react with water and/or oxygen
to form stable passive oxide films. Macdonald states that “passivity is the key to our metals-based
civilization.”

This chapter discusses the phenomenon of passivity and the nature of passive films.

Aluminum: An Example

Aluminum and its alloys are important structural metals because of their light weight, high strength
(when alloyed), and excellent corrosion resistance. However, consider the reaction of aluminum with
water, as in conditions of immersion or exposure in the atmosphere:

4Al(s)+ 12H2O (l)+ 3O2(g)→ 2Al2O3(s)+ 12H+(aq)+ 12 OH− (aq) (1)

The free energy �Go of the reaction can be determined from the thermodynamic principles
considered in Chapters 4 and 6. Thus

�G◦ = 2μ◦(Al2O3(s))+ 12μo(OH−(aq))− 12μo(H2O(l)) (2)

where μo refers to the chemical potential. Using values tabulated by Pourbaix [2]:

�Go = 2(− 376,000 cal)+ 12(− 37,595 cal)− 12(− 56,690 cal) =− 522,860 cal

This large negative value of the free energy change for Eq. (1) indicates that the reaction of
aluminum with water is spontaneous. Thus, the surface of aluminum reacts with water to form an
oxide film, as depicted in Fig. 9.1. However, the reaction essentially stops after the aluminum surface
is covered with an oxide film, which may be only hundreds to thousands of angstroms in thickness.

209E. McCafferty, Introduction to Corrosion Science, DOI 10.1007/978-1-4419-0455-3_9,
C© Springer Science+Business Media, LLC 2010
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Fig. 9.1 Formation of a protective oxide film on aluminum (schematic)

In view of the spontaneous nature of Eq. (1), the question arises as to why the reaction does
not continue until the entire thickness of the aluminum sample is converted to Al2O3. The answer
to this question is that the reaction stops because the aluminum metal has formed a passive oxide
film which protects the underlying metal from further attack. Thus, the passive oxide film on alu-
minum and its alloys is what is responsible for the excellent corrosion resistance of aluminum in
aqueous environments. In general, the phenomenon of passivity is the single most important factor
which imparts chemical stability to a wide variety of metals and alloys for their use as structural or
electronic materials.

What is Passivity?

Passivity is defined as the reduction in chemical or electrochemical activity of a metal due to the
reaction of the metal with its environment so as to form a protective film on the metal surface. This
definition does not indicate what properties constitute a “protective” film nor does this definition tell
us anything about the nature of the “film” itself. Today’s studies on passivity continue to be directed
toward gaining a better understanding of the chemical and physical properties of passive films.

Early History of Passivity

Observations on passivity date back to over 200 years. Uhlig [3] has traced the first use of the word
“passivity” to C. Schonbein in 1836, although earlier observations on passivity had been made by
M. Lomonosov in Russia in 1738, C. Wenzel in Germany in 1782, J. Keir in England in 1790,
and subsequently by Schonbein and Michael Faraday. These early investigators established that the
dissolution of iron in certain acid solutions ceased after first undergoing vigorous active dissolution.
Early investigators also observed that the passive state could be destroyed by mechanical scratching,
by the presence of chlorides, or by electrochemical reduction of the passive film.

Thickness of Passive Oxide Films

Oxide films on metals are often (but not always) very thin and are not visible to the eye. These
films must be studied by special surface analytical techniques, which will be addressed later in this
chapter. The transition metals (e.g., Fe, Cr, Co, Ni, Mo) and their alloys (e.g., the Fe−Cr stainless
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steels) tend to have thin passive films, which are tens to hundreds of angstroms (Å) in thickness. The
air-formed oxide film on titanium is 30–80 Å (3–8 nm) in thickness [4–6] and increases to 250 Å
(25 nm) after 4 years of exposure to air [7].

The non-transition metals (e.g., Zn, Cd, Cu, Mg, Pb) tend to have much thicker passive films,
which can be thousands to tens of thousands of angstroms in thickness. For instance, the passive
film on copper piping in domestic water systems consists largely of Cu2O and is typically about
5,000 Å (500 nm) in thickness [8]. In the open atmosphere, copper forms the familiar green patina
that is clearly visible on copper roofs, sheathing, and statues. In its most stable form, the patina
consists of basic copper sulfate, CuSO4·3Cu(OH)2, although the patina may also contain chlorides
if formed in marine atmospheres or carbonates if formed in industrial atmospheres [8]. The presence
of this patina protects the underlying copper from further atmospheric corrosion.

Aluminum can have either thin or thick passive films. The natural air-formed oxide film on
aluminum which provides some measure of protection is only 30–40 Å thick (3–4 nm) [4, 5],
whereas anodizing techniques can provide much thicker passive films. For example, anodization
of an aluminum alloy in phosphoric acid produced an oxide film approximately 4,000 Å (400 nm)
in thickness [9].

Purpose of This Chapter

The passivity of metals and alloys is a subject of much current interest to corrosion scientists
and engineers. The first international symposium on passivity was convened in 1957, and such
meetings continue to be hotbeds of ideas, presentations, and discussions. For example, the Eighth
International Symposium on Passivity of Metals and Semiconductors held in Jasper Park, Canada,
in 1999 attracted over 100 participants and featured over 100 oral presentations or poster papers.
The conference proceedings for this one symposium alone amount to over 900 pages. Thus, studies
on the nature of passivity continue to be a topic of ongoing interest, so this brief chapter cannot
summarize adequately the latest research progress. Instead, an introduction to passivity is given and
several current research ideas are presented, although no attempt at completeness is claimed.

The breakdown of passive films by the localized corrosion processes of pitting, crevice corrosion,
and stress-corrosion cracking is treated in Chapters 10 and 11.

Electrochemical Basis for Passivity

The electrochemical basis for passivity is found in the anodic polarization curve illustrated in
Fig. 9.2. The shape of this curve is typical of various metals (e.g., iron) which undergo an
active–passive transition in acid solutions (such as sulfuric acid).

Beginning with the open-circuit corrosion potential and moving in the anodic direction, we first
pass through a region of active corrosion in which the open-circuit corrosion rate can be determined
as usual by the Tafel extrapolation method. But at a certain potential called the Flade potential,
further increases in potential cause a decrease in the anodic current density. This is because a passive
film is being formed on the metal surface, and the metal is said to be undergoing an active/passive
transition. The current is observed to drop precipitously as the passive oxide is formed and as the
metal enters the passive region of the anodic polarization curve. The current density at the Flade
potential is called the critical current density for passivation, and the current density in the passive
region is called the passive current density. With further increases in anodic potential, the current
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Fig. 9.2 Anodic polarization curve (schematic) showing the formation of a passive film after an active/passive
transition

again increases, but this increase is not due to metallic corrosion but rather is due to the evolution of
oxygen by the breakdown of water in the electrolyte:

2H2O(l)→ O2(g)+ 4H+(aq)+ 4e− (3)

The region beyond the passive region in which the current density again increases with increasing
potential is called the transpassive region.

Figure 9.3 shows the effect of pH on the anodic polarization curves for iron in phosphate solutions
[10]. It can be seen that the Flade potential varies with pH, becoming more negative as the pH
increases. The variation in Flade potential with pH is shown in Fig. 9.4, which also contains data
for iron in additional aqueous solutions [11]. For these solutions, the Flade potential EF follows the
empirical relationship:

EF = A− BpH (4)

where A and B are constants, which differ numerically for the two aqueous solutions.
The critical current density for passivation also depends on the pH of the solution. As seen in

Fig. 9.3, the critical current density for passivation increases with increasing acidity (decreasing
pH). Note that for the most alkaline phosphate solution (pH 11.50), iron achieves passivity without
first undergoing extensive anodic dissolution.

In fact, it is not necessary for a metal to undergo an active/passive transition in order for it to
enter the passive state. For example, oxidizing inhibitors such as chromate solutions (of neutral or
basic pH) can confer passivity without considerable anodic dissolution, as shown schematically in
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Fig. 9.3 Anodic polarization curves for iron in phosphate solutions at various pH values [10]. Reproduced by
permission of ECS – The Electrochemical Society
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Fig. 9.5. The chromate inhibitor passivates the iron surface through the formation of a mixed oxide
of Fe2O3 and Cr2O3 [12] by the following overall reaction:

2Fe+ 2CrO2−
4 + 4H+ → Fe2O3 + Cr2O3 + 2H2O (5)

In addition to the evolution of oxygen in the transpassive region, it is possible for either of two
additional reactions to occur, depending on the specific nature of the system. These reactions occur
between the Flade potential and the potential for O2 evolution and hence will take place before the
potential for O2 evolution is reached. The first of these two possible reactions involves dissolution of
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the oxide film and will occur if the oxide film is not stable over the entire passive region of the anodic
polarization curve. An example is provided by chromium. The Pourbaix diagram for chromium given
in Fig. 9.6 (and also in Fig. 6.11) shows that Cr2O3 is dissolved to form CrO4

2– ions at an electrode
potential below that for O2 evolution. Figure 9.6 also schematically shows the anodic polarization
curve for Cr in solutions of pH 6, where the polarization behavior is linked to the thermodynamic
behavior in the Pourbaix diagram.

A second type of anodic reaction which can occur in the passive region prior to the electrode
potential for O2 evolution is due to pitting corrosion in the presence of aggressive anions, such
as chloride ions. Chloride ions can locally attack the oxide film so that the electrode potential of
oxygen evolution for Eq. (3) will not be reached. Instead the anodic current density will increase at
a potential before that for oxygen evolution, with the rise in current density due to active dissolution
within developing corrosion pits. This situation is shown in Fig. 9.7 for the pitting of 18Cr–8Ni
stainless steel in chloride solutions [13]. Pitting corrosion is considered in Chapter 10.
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The above description of passivity is based on the kinetic point of view. We have already con-
sidered passivity from a simple thermodynamic viewpoint in the treatment of Pourbaix diagrams.
Recall that any oxide film that was formed was considered to be a passive film. This chapter will
address in more detail the characteristics and properties of passive films.

Theories of Passivity

There are three main theories of passivity. These are (i) the adsorption theory [14–16], (ii) the oxide
film theory [17], and (iii) the film sequence theory [18]. The film sequence theory actually combines
the main ideas of the first two theories and attempts to bridge the differences in the first two points
of view.

Adsorption Theory

According to this view of passivity, a chemically adsorbed (chemisorbed) monolayer of oxygen (i.e.,
one molecular layer in thickness) reduces the reactivity of surface metal atoms and thus provides
protection against further attack. The adsorbed monomolecular film, of course, continues to grow in
thickness; but proponents of this theory maintain that the initial act of chemisorption is the primary
cause of passivity [14–16].

Support for the adsorption theory lies in the following observations:

(1) Electrochemical measurements yield the number of coulombs required to achieve passivity to
correspond to one layer of oxygen.

(2) The transition metals (e.g., Fe, Cr, Ni) have high heats of adsorption of O2, corresponding to
chemisorption or surface bond formation.
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(3) The observed Flade potential for iron is consistent with the formation of a chemisorbed
monolayer, as will be seen below.

(4) The critical alloy composition for the passivity of binary alloys can be explained by chemisorp-
tion effects which respond to the electron configurations of the alloying metals. Passivity in
binary alloys is treated later in this chapter.

In regard to the first point listed above, coulometric measurements have determined that the
amount of charge required to form a passive film on iron in NaOH solutions [19], 0.1 M Na2SO4
[20], or in a borate buffer [21] corresponds to a monolayer of oxide. See Problem 9.1.

Uhlig [22] was able to explain the Flade potential of iron on the basis that a chemisorbed mono-
layer is formed. The Flade potential for iron in sulfuric acid at pH 0 is +0.58 V vs. SHE, as observed
by Franck [11] and given in Fig. 9.4. However, this value for the Flade potential cannot be explained
on the basis of a simple electrochemical reaction which occurs between iron and the solution to
produce a stoichiometric oxide. This can be seen from Table 9.1, in which none of the standard elec-
trochemical reactions involving iron or its bulk oxides can be related to the observed Flade potential
for iron at pH 0.

Table 9.1 Thermodynamic relationships for iron and its oxides in regard to the Flade potential EF

Reaction Nernst equation [2]
E at pH 0
(V vs. SHE)

Fe+ H2O � FeO+ 2H++2e− E = – 0.0417 – 0.0591 pH – 0.0417
3Fe+ 4H2O � Fe3O4+8H++8e− E = – 0.085 – 0.0591 pH – 0.085
2Fe+ 3H2O � Fe2O3+6H++6e− E = – 0.051 – 0.0591 pH – 0.051
2Fe3O4+H2O � 3Fe2O3+2H++2e− E = 0.221 – 0.0591 pH 0.221
Fe in 1 M H2SO4 (experimental) – EF = + 0.58 V [22]

Uhlig assumed that the following surface reaction was responsible for passivation:

Fe(s)+ 3H2O(l)→ Fe(O2 · O)ads + 6H+(aq)+ 6e− (6)

where Fe(O2.O)ads refers to the chemisorbed monolayer with a second layer of adsorbed O2
molecules. The approach was to calculate the standard free energy change �Go for Eq. (6) and
then to obtain Eo from �Go = – nFEo. Details of these calculations are given in Appendix E, but in
brief, Uhlig obtained �Go = 78,222 cal per mole of Fe(O2.O)ads for Eq. (6) and Eo = – 0.57 V vs.
SHE. But this value of the electrode potential is for the oxidation reaction, and the standard electrode
potential is for the reduction reaction so that Eo = + 0.57 V vs. SHE. This value is in good agreement
with the Flade potential of + 0.58 V for Franck’s data for iron in sulfuric acid.

Oxide Film Theory

According to this theory, which is derived from the early work of U. R. Evans and co-workers, a
thin three-dimensional oxide film separates the metal from its environment. This oxide films acts as
a barrier to the passage of the corrosive environment into the film and the passage of metal cations
from the substrate out through the film.

Support for the oxide film theory lies in the following observations:
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(1) Oxide films have been detached from the metal surface using chemicals such as alcoholic
bromine, and the films have been analyzed by techniques such as electron microscopy and
electron diffraction [17, 23, 24].

(2) There have been numerous studies on the chemical composition of passive films using modern
surface analytical techniques, such as X-ray photoelectron spectroscopy (XPS).

(3) The presence of certain beneficial alloying elements (such as Cr, Ni, and Mo) in passive films
has established that the chemical composition of a passive film on an alloy is an important factor
in imparting passivity to the alloy.

Early evidence for three-dimensional oxide films was provided in the 1920s by U. R. Evans [17],
who isolated the passive film on iron by stripping the film from the underlying metal by using a
solution of bromine or iodine in methanol, as depicted in Fig. 9.8. Various workers have isolated
oxide films from iron, stainless steels, and aluminum and studied their properties by chemical anal-
ysis, optical and electron microscopy, and electron diffraction [23–27]. For example, early studies
on passive films isolated from stainless steels showed that the films were about 30 Å in thickness,
were crystalline or semi-crystalline, and that both chromium and iron were present in the passive
film [25].

Passive film

Base alloy

Scratch in metal surface

Alcoholic bromine
or alcoholic iodine

Base alloy

Passive film

Fig. 9.8 Schematic diagram of the removal of a passive film by alcoholic bromine or alcoholic iodine. The bottom
portion of the figure shows a cross section after a brief immersion in the solution

Proponents of the adsorption theory of passivity did not question the existence of such oxide films
but claimed that these films were not the primary cause of passivity but rather were its end result.

With the advent of modern surface analytical techniques, much information became available
about the composition of passive films on a wide range of alloys. For instance, for a series of Fe−Cr
alloys passivated in sulfuric acid, X-ray photoelectron spectroscopy (XPS) was used to determine the
chemical composition of oxide films as a function of the alloy composition [28]. Results are shown
in Fig. 9.9, in which it is striking that the oxide film becomes enriched in Cr3+ at approximately 13 at.
% Cr in the alloy, which is the critical alloy composition in Fe−Cr alloys for the onset of passivity
by alloying.

More information about surface analysis techniques and the passivity of binary alloys is given
later in this chapter.
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Fig. 9.9 Chromium content in the passive film on Fe−Cr binary alloys as a function of the chromium content in the
alloy after immersion in 1 M H2SO4 at two different electrode potentials [28]. Reproduced by permission of Elsevier
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Film Sequence Theory

The film sequence theory proposed by Hackerman [18] attempts to reconcile the differences between
the adsorption theory and the oxide film theory. Hackerman noted that an adsorbed film can cause
large potential changes associated with passivity, but that it is unlikely that an adsorbed monolayer
could provide long-term protection against an aggressive environment. Thus, Hackerman proposed
the film sequence theory to take into account both adsorptive and oxide film characteristics of
passivity.

According to the film sequence theory, a passive film is formed in a sequence of steps, which
involve: (i) chemisorption of O2, (ii) splitting of the adsorbed O2 molecule to form two adsorbed
oxygen atoms Oads, (iii) formation of a charged surface species Oads

–, (iv) intrusion of metal ions
from the lattice into the adsorbed layer, and (v) growth of a three-dimensional oxide. In addition, the
film must be able to regenerate itself when damaged so that steps (i) though (v) are repeated when
the oxide film is breached. Thus, the film sequence theory draws on the properties of adsorbed films
or three-dimensional oxides as needed.

A link between the adsorption theory and the oxide film theory of passivity is provided by
Frankenthal’s study of the passive film on an Fe–24Cr alloy [29]. Coulometric measurements showed
that the primary film responsible for passivity was of the order of one monomolecular layer of oxide
ions, but that a secondary and more stable thicker film was formed at electrode potentials higher than
the potential of primary passivation.

Surface Analysis Techniques for the Examination of Passive Films

Today it is generally accepted and understood that passivity is provided by a thin but three-
dimensional oxide film. Prior to approximately 1970, passive films were examined mostly by
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electrochemical methods, with some use of electron diffraction techniques, either in the transmission
mode for films stripped from metal surfaces or in the reflection mode for films intact but removed
from solution.

Starting in the 1970s and continuing today, there has been an explosion of new surface analytical
techniques that have opened new approaches to corrosion science, especially in the area of passivity.
These surface analytical techniques, which have been used to study the chemical composition or
the structure of passive films, include X-ray photoelectron spectroscopy (XPS), scattering ion mass
spectrometry (SIMS), Mössbauer spectroscopy, and X-ray absorption spectroscopy (XAS), which
includes X-ray absorption near-edge spectroscopy (XANES) and extended X-ray absorption fine
structure (EXAFS). These and other techniques which have been applied to the study of passive
films are summarized in Table 9.2.

Table 9.2 Various surface analytical techniques which may be applied to the study of passive films [30–32]

Technique
Incident
radiation

Detected
radiation Information obtained

Auger electron spectroscopy
(AES)

Electrons Electrons Elemental analysis
Depth profiles

X-ray photoelectron spectroscopy
(AES)

X-rays
(photons)

Electrons Elemental analysis
Oxidation states
Depth profiles

Secondary ion mass spectrometry
(SIMS)

Ions Ions Elemental analysis
Depth profiles

Reflection high-energy electron
diffraction (RHEED)

Electrons Electrons Surface structure
Crystallinity

Transmission electron microscopy
(TEM)

Electrons Electrons Morphology
Microstructure

Scanning electron microscopy
(SEM)

Electrons Electrons Morphology
Microstructure

Energy dispersive analysis by
X-rays (EDAX)

Electrons X-rays Chemical analysis

Mössbauer spectroscopy γ-rays Electrons Fe-containing phase identification
(also Co- and Sn-)

Infrared spectroscopy Infrared radiation
(photons)

Photons Functional groups
Chemical structure

X-ray absorption near-edge
spectroscopy (XANES)

X-rays
(photons)

Photons Chemical composition

Extended X-ray absorption fine
structure (EXAFS)

X-rays
(photons)

Photons Bond distances

Scanning tunneling microscopy
(STM)

Electrons Electrons Physical topography
Atomistic resolution

Rutherford backscattering (RBS) H+ ions
(α-particles)

α-particles Chemical composition

Throughout this chapter, we will draw on the results of various surface analytical studies on
passivity, without going into details of the various techniques themselves. However, it is instructive
to first provide a brief description of three techniques which have been very useful in the study of
passivity. These are X-ray photoelectron spectroscopy (XPS), X-ray absorption spectroscopy (XAS),
and scanning tunneling microscopy (STM).
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X-ray Photoelectron Spectroscopy (XPS)

The “workhorse” of these surface techniques has proved to be X-ray photoelectron spectroscopy.
In XPS, the surface to be analyzed is placed inside a vacuum system and then irradiated with a
beam of X-rays of known energy. Transfer of the energy of the X-ray photons to atoms in the sur-
face of the sample causes core electrons (photoelectrons) to be ejected, as shown schematically
in Fig. 9.10. These photoelectrons are collected and analyzed by the XPS spectrometer, which mea-
sures the kinetic energy of the photoelectrons EK. The kinetic energy of the photoelectrons, however,
depends on the energy hν of the incident X-rays. The intrinsic material property is the binding energy
of the electron EB given by

EB = hv− EK − φsp (7)

where φsp is the work function of the spectrometer, which can be measured. Thus, the binding energy
EB can be readily determined from the three quantities on the right-hand side of Eq. (7). The binding
energy is a characteristic quantity for the various elements and their different oxidation states, and
extensive tables of binding energies have been compiled for identification of various peaks which
are obtained in an XPS spectrum.

An example of a typical XPS photopeak is given in Fig. 9.11, which shows the O 1s photo-
peak for the air-formed oxide film on titanium [4, 5]. (XPS photopeaks are described in terms of
their quantum numbers.) The O 1s peak in Fig. 9.11 has been resolved into three constituent sub-
peaks, showing that there are three oxygen-containing species in the oxide film: O2– oxide ions,

X–ray
(photons) Photoejected 1s electron

1s
2s

2p

Fig. 9.10 Schematic diagram of the ejection of photoelectrons as used in X-ray photoelectron spectroscopy (XPS)

Fig. 9.11 The XPS O 1s photopeak for the air-formed oxide film on titanium [4, 5]. Reproduced by permission of
ECS – The Electrochemical Society
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Fig. 9.12 XPS spectra for Fe–20Cr–20Ni–6Mo after polarization for 10 min in 0.1 M HCl + 0.4 M NaCl [33]. “Hy”
refers to hydroxide and “ox” to oxide. Reproduced by permission of ECS – The Electrochemical Society

chemisorbed OH groups which result from the interaction of the oxide film with water vapor in the
ambient atmosphere, and adsorbed water molecules.

Figure 9.12 gives an example of the application of XPS in a study on the passive film formed
on an Fe–20Cr–20Ni-6 Mo stainless steel in a chloride solution [33]. As seen in Fig. 9.12, each of
the alloying elements is also found in the passive film. The Cr peak consists of three constituents,
representing Cr3+ bound as an oxide and a hydroxide, as well as a constituent from the underlying
metal substrate. Molybdenum in the passive film is found as Mo2+, Mo4+, and Mo6+ species.

Thus, XPS provides the elemental composition as well as the oxidation state of each element
detected. XPS is surface sensitive to approximately the first 5–30 Å of the sample (depending on the
kinetic energy of the emitted electrons) and can detect less than monolayer quantities. Information
about the depth of detected constituents can be obtained by sputtering off the surface by using ions
such as Ar+ or by varying the angle which the incident X-ray beam makes with the sample surface.
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A disadvantage of XPS is that the sample must be removed from the aqueous electrolyte and
placed into a high-vacuum system for surface analysis, thus raising the question as to whether with-
drawal from the electrolyte or exposure to a high vacuum alters the character of the passive film. This
problem can be minimized, however, through the use of special chambers which allow the sample
to be removed from the electrolyte with its liquid film intact and to be transferred under a blanket
of inert gas into the spectrometer. However, the effect of exposure of the film to the vacuum still
remains open to question.

X-ray Absorption Spectroscopy

X-ray absorption spectra for various iron oxides and hydroxides have shown that the spectrum for the
passive film does not match that of any of the individual oxides or hydroxides [34, 35]. Figure 9.13
shows XPS data for several oxides and for the passive film on iron grown in a borate buffer solution
[35]. (Models for the passive film on iron are considered later in this chapter.)
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Fig. 9.13 X-ray absorption spectra for several iron oxides and for the passive film on iron in a pH 8.4 buffer solution.
Redrawn from Schmuki et al. [35] by permission of ECS – the electrochemical society

Each spectrum in Fig. 9.13 consists of two parts: an initial sharp increase in absorbance (an
X-ray edge) and a region of oscillations following the edge. The observation and analysis of the
edge portion of the spectrum is called X-ray absorption near-edge spectroscopy (XANES), while
the information contained in the subsequent oscillation is termed X-ray absorption fine structure
(EXAFS).

Absorption edges occur when the energy of the incident X-ray excites a core electron in the
sample to an empty valence level or beyond. The positions (i.e., energies) of these edges are charac-
teristic of the absorbing atom and are designated according to the core electron level which has been
excited. Thus, a K edge arises from the 1s level and an L edge from a 2s or a 2p level.

The oscillations which arise in the EXAFS portion of the spectrum are due to interactions of the
photoelectron wave with its nearest neighbor atoms. Thus, this region contains information on atom–
atom bond distances. For details, more advanced texts should be consulted [32, 36]. In addition, the
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pre-edge region can be expanded to yield more additional information as to similarities or differences
between various samples being investigated.

X-ray absorption spectroscopy requires a monochromatic high-intensity X-ray beam which can
be tuned through a wide range of energies. Such experiments are carried out using synchrotron X-ray
sources [36].

Scanning Tunneling Microscopy

The scanning tunneling microscope (STM) is capable of characterizing surface topography on an
atomistic scale. In the STM, a voltage is applied between the surface to be imaged and a sharp
probe whose tip can be narrowed to a single atom. As the tip is moved to within a few atomic
diameters of the surface, a current flows between the sample and the probe. This is due to the overlap
between the electronic wave functions of the atoms in the sample and the tip. The current falls off
exponentially with the distance above the surface and is thus a measure of the height of the tip
above the surface. The tip can be scanned across the surface in the x- and y-directions, as shown in
Fig. 9.14.

Control
UnitVT

VZ

y piezo

z piezo

x piezo

Fig. 9.14 Schematic diagram of a scanning tunneling microscope (STM), as adapted from Vickerman [32]. VT is the
sample bias voltage and VZ is the voltage applied to the z-piezo to maintain constant tunneling current. Reproduced
by permission of John Wiley & Sons, Inc

The STM can operate in two modes: constant current or constant height. In the constant current
mode, the distance of the tip above the surface adjusts to maintain the constant current and thus
responds to the topography of the surface. In the constant height mode, the current output changes
as the distance of the tip above the surface changes with respect to the atomic surface topography.

An example of the use of the STM in studies on passivity is given in Fig. 9.15, which shows
an STM image of the passive film on an Fe–14 at.% Cr alloy [37]. The STM image shows that the
passive film is crystalline and has a slightly distorted close-packed hexagonal lattice.

A technique related to the STM is the atomic force microscope (AFM), which consists of a
cantilever beam having a sharp tip which can sense forces between the tip and the sample. As the
interaction force between the tip and the sample varies, deflections are produced in the cantilever,
and these are used to construct a topographical map of the surface.
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Spacing of corrugations ~ 3.1 Å

Fig. 9.15 In situ STM image of the passive film on Fe–14Cr in 0.01 M H2SO4 at +0.400 V vs. SCE [37]. Reproduced
by permission of ECS – The Electrochemical Society

Models for the Passive Oxide Film on Iron

The nature of the passive film on iron has been studied in great detail by many investigators who have
used a variety of techniques. However, even with this intense study and even with the remarkable
capabilities of modern surface analytical techniques, the exact nature of the passive film on elemental
iron remains elusive. This is due in part to the fact that the passive film on iron is very thin (of the
order of 1.5–5.0 nm, i.e., 15–50 Å). In addition, the nature of the passive film may vary with the
details of its formation and with the electrolyte in which the film exists.

Based on various experimental investigations, there are four principal models for the passive film
on iron. These are (i) the bilayer model, (ii) the hydrous oxide model, (iii) the bipolar-fixed charge
model, and (iv) the spinel/defect model. Each of these models is discussed briefly below.

Bilayer Model

The bilayer model for the passive film on iron was developed by M. Cohen and co-workers at
the National Research Council of Canada [38–40]. According to this model, which is illustrated
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Fig. 9.16 Models for the passive film on iron: (a) the bilayer model [38–40], (b) the hydrous oxide model [48–53], (c)
and (d) the bipolar model [10, 59], (e) the spinel/defect model [34, 61, 62]. Figure 9.16b reproduced with permission
from Elsevier Ltd. Figure 9.16c, d reproduced with the permission of ECS – The Electrochemical Society

schematically in Fig. 9.16(a), the passive film on iron consists of an inner layer of Fe3O4 adjacent
to the metal and an outer layer of γ-Fe2O3. (In addition, there is an outermost thin layer of hydroxyl
groups which exists on every oxide film and which usually consists of only one to several monolayers
[4, 5, 41] and so is much thinner than the oxide film itself.)
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Fig. 9.17 Cathodic reduction of a thin film of γ-Fe2O3 on Fe3O4 on iron [38]

Evidence that γ-Fe2O3 is in the outer layer was obtained from electron diffraction studies of
the passive film. The presence of a bilayer was determined from cathodic reduction experiments
conducted in nearly neutral solutions, as in Fig. 9.17, which shows two plateaus in the reduction of
a system consisting of layers of γ-Fe2O3 on Fe3O4 on iron. The first plateau is due to the reduction
of the outer layer of γ-Fe2O3 by the reaction

Fe2O3 + 6H+ + 2e− → 2Fe2+ + 3H2O (8)

The thermodynamic electrode potential for this half-cell reaction is given by

E = 0.728− 0.1773pH− 0.0591 log[Fe2+] (9)

The second plateau is due to the reduction of the inner layer of the oxide by the half-cell reaction

Fe3O4 + 8H+ + 8e− → 3Fe+ 4H2O (10)

for which

E = −0.085− 0.0591pH (11)

Cathodic reduction of the passive films gave reduction profiles similar to Fig. 9.17, except that
the first plateau frequently appeared as an inflection point and the second plateau did not always
correspond to the thermodynamic potential given above. However, this may be because there is no
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sharp phase boundary between the two thin bilayers but instead a varying concentration from the
metal/oxide interface to the oxide/solution interface. See Problem 9.2 at the end of this chapter.

Support for this bilayer model has been provided from research involving surface analytical
techniques, including AES, RHEED, and SIMS [30, 42, 43], which have been used to analyze the
composition of the passive film. In particular, the results of SIMS data showed that the outer layer
was “dry” γ-Fe2O3 rather than “wet” γ-FeOOH. The yield of the FeO+ fragment for the passive film
was higher than for the fragment FeOH+, in agreement with the results for an Fe2O3 standard but
not for FeOOH, as shown in Fig. 9.18.
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Fig. 9.18 SIMS profiles for the passive film on iron, for Fe2O3, and for FeOOH [30]. Reproduced by permission of
Elsevier Ltd

Modifications of the basic bilayer structure discussed above have also been proposed in which
the outer of the two layers contains hydrogen atoms [44], is γ-FeOOH rather than γ-Fe2O3 [45, 46],
or is a mixture of Fe3O4, γ-Fe2O3, and an unknown ferric oxide, hydroxide, or oxyhydroxide [47].

Hydrous Oxide Model

In contrast to the above model (of an anhydrous passive film), the main feature of the hydrous oxide
model is that the passive film on the iron surface contains water, the exact form of which remains
unclear. Possibilities include molecular H2O, H atoms, and OH groups.
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There are considerable experimental indications that water (in some form) exists in passive oxide
films. The earliest evidence is due to Rhodin [48], who found bound water in the passive film of
stainless steel by chemical analysis of the film stripped from the stainless steel surface.

Okamato and Shibata [49, 50] have used radiotracer techniques with stainless steel passivated in a
tritiated acid solution. The passivated surface was removed from the tritiated solution, washed thor-
oughly with ordinary water, dried, and then immersed in a solution containing non-tritiated water.
The desorption of bound tritiated water from the passive film was detected by an increase in the
counting rate upon immersion, as shown in Fig. 9.19. Similar experiments using radiotracer tech-
niques have also been carried out on iron [51, 52] and have shown the existence of a hydrous species
in the passive film on iron.
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Fig. 9.19 Change in counting rate with time during the immersion into a scintillating solution for 304 stainless steel
which had been previously passivated in a tritiated acid solution [49]. Reproduced by permission from Macmillan
Publishers: Nature [49], copyright (1965)

Surface analytical measurements with SIMS [53] and Mössbauer spectroscopy [54–56] have
also suggested the presence of water in the passive film on iron. Using SIMS, Murphy et al. [53]
observed a constant ratio of OH–/O– throughout the passive film formed on iron in a borate buffer
and concluded that water is contained throughout the thickness of the passive film. (This conclusion
is directly opposite to that reached by Mitchell and Graham [30] in their SIMS work.) The results of
Mössbauer investigations have led to various interpretations, but all involve the presence of water in
the passive film. These interpretations are that the passive film contains a non-stoichiometric Fe3+

species [54], contains γ-FeOOH [55], is ferric hydroxide with excess water [56], and consists of
polymeric chains of iron atoms bonded by dioxy and dihydroxy bridging bonds and linked together
by water molecules [57].

The hydrous oxide model is represented schematically in Fig. 9.16(b) [58].

Bipolar-Fixed Charge Model

The bipolar-fixed charge model was proposed by Sakashita and Sato [10, 59] and is based on the
transport properties of hydrous oxide films in regard to anions or cations.
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If the outer part of the passive oxide film is cation selective and the inner part of the film is anion
selective, as in Fig. 9.16(c), then the inward passage of aggressive anions (such as Cl–) through the
film is not favored. In addition, the outward passage of cations produced by metallic dissolution at
the iron/oxide interface is similarly not favored. The passive film also becomes dehydrated in that
H+ ions move outward through the cation-selective layer into solution, and OH– ions move inward
through the anion-selective layer to reinforce passivity at the metal/oxide interface. The joint action
of the selectivity properties of the film and dehydration of the film is proposed to produce a protective
oxide film.

Reversal of the bipolarity of the film, as in Fig. 9.16(d), favors passage of aggressive anions
into the film, passage of cations produced by corrosion out through the film, as well as continued
hydration of the film. Thus, this set of conditions produces a non-protective oxide film.

At present, it is not clear how the passive oxide film on an elemental metal (e.g., Fe) can produce
a bipolar ion-selective film. This model may be more better suited to the passivity of alloys where
the oxide film may contain various ionic species. In fact, the bipolar model of passivity has been
extended by Clayton and Lu [60] to Fe−Cr−Ni−Mo stainless steels. A detailed surface analysis of
the passive film formed anodically in 0.1 M HCl showed the presence of Mo (as MoO4

2–) in the
outer part of the oxide film and of Cr3+ (as Cr(OH)3) in the inner regions of the passive film. Clayton
and Lu have suggested that MoO4

2– is the basis for a cation-selective outer layer and Cr(OH)3 is the
basis for an anion-selective inner layer.

Spinel/Defect Model

Based on in situ X-ray studies of the passive film formed on iron in a buffer solution [34, 35, 61,
62], a model of the passive film has been proposed which suggests that the film is a single-phase
nanocrystalline spinel oxide which is related to but different than γ-Fe2O3 or Fe3O4.

The oxides Fe3O4 and γ-Fe2O3 are closely related, consisting of a unit cell of 32 cubic close-
packed oxygen ions containing Fe cations as follows [63]:

Fe3O4: 8 Fe3+ in tetrahedral sites, 8 Fe2+ plus 8 Fe3+ in octahedral sites.
γ-Fe2O3: 21 and 1/3 Fe3+ statistically scattered in the above 24 positions.

(See Fig. 9.20 for more about tetrahedral and octahedral sites.) The passive film on iron, however,
was observed to have a distribution of Fe3+ or Fe2+ ions which does not follow either of the above
patterns for Fe3O4 or γ-Fe2O3.

The groundwork for this model was laid by earlier work of Long et al. [64], who using surface
EXAFS showed that passive films formed on iron in nitrate or chromate solutions had Fe−Fe bond
distances different from that of the known iron oxides or hydroxides.

In addition, the passive film was observed to contain point defects, such as vacancies and inter-
stitials, and also extended defects, such as finite crystallite size and stacking faults. The crystalline
nature of the passive film on iron was confirmed by scanning tunneling microscopy studies [65].

In addition, Schmuki et al. [35] showed that it is possible to have a two-stage reduction process
(as observed by Cohen and co-workers) when there is only a single-phase Fe2O3 oxide film (so that
the observation of a two-stage reduction does not necessarily imply a bilayer structure).

This model of the passive film is represented by Fig. 9.16(e).
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Fig. 9.20 Octahedral and tetrahedral sites in iron oxides. The small gray circles refer to Fe3+ ions and the larger white
circles refer to O2– ions

What Do These Various Models Mean?

Elucidation of the nature of the passive film on iron is primarily a matter of scientific concern.
From the practical point of view, the corrosion engineer needs to know how to achieve passivity
but does not have to understand in detail its precise mechanism. However, there is much interest in
understanding the nature of the passive film on iron because the results for iron provide a starting
point for understanding passivity when alloying elements are added to iron (to produce stainless
steels, for example). In addition, an improved understanding of mechanisms of passivity may lead
to the design of new and improved corrosion-resistant bulk or surface alloys.

Passive Oxide Films on Aluminum

Aluminum reacts readily with water or aqueous solutions to form an oxide film, as shown in the
“Introduction to this Chapter.” The composition, structure, and thickness of the oxide films vary
greatly, depending upon details of their formation.

The aluminum–water system is much simpler than the iron–water system because the aluminum
cation exists in only a single oxidation state (3+), unlike the case for iron. The possible reaction
products are aluminum hydroxide, Al(OH)3, and aluminum oxide, Al2O3, although the latter may
exist in various degrees of hydration and in several different crystal structures [66]. See Table 9.3.
The presence of water in oxide films on aluminum has been determined through the use of infrared
spectroscopy and Rutherford back scattering spectrometry [66–68].
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Table 9.3 Major reaction
products formed between
aluminum and water [66]

Al(OH)3
γ-Al2O3
γ-Al2O3·H2O (γ-AlOOH) (boehmite)
β-Al2O3·3H2O (Bayerite)

Pseudoboehmite is a poorly crystalline modifica-
tion of boehmite.

Air-Formed Oxide Films

The air-formed oxide film on aluminum is of the order of 30–40 Å in thickness and consists entirely
of Al2O3 [4, 5]. The outermost layer consists of surface hydroxyls which result from the interaction
of the oxide film with water vapor in the atmosphere, but this hydroxylated region is only 8 Å
in thickness and does not persist into the inner portion of the oxide film [4, 5]. Using a simple
weight gain technique, Godard [69] found that the oxide film thickness on pure aluminum was
approximately 200 Å after 5 years of exposure to 52% relative humidity and 1,700 Å after 5 years
of exposure to 100% relative humidity.

Films Formed in Aqueous Solutions

Aluminum reacts readily with water to form a hydrous oxide film. Growth of the film in water occurs
in two stages [70, 71]: a pseudoboehmite film is produced initially and is then covered by a layer of
bayerite crystals, as shown in Fig. 9.21. The thickness of the film in Fig. 9.21 was 2.8 μm (28,000 Å)
after 4 days of immersion in distilled water at 40◦C [71]. Using weight gain measurements, Hart [70]
observed that film growth was complete after about 12 days of immersion in water at 20◦C. From
the measured weight gain and the density of bayerite, the limiting film thickness is calculated to be
50,000 Å.

Pseudoboehmite

Bayerite crystals

Al

(a) Top view of the oxide film on
     aluminum after 1 day at 40°C
     in distilled water.

(b) Cross section after
      longer immersion times. 

Fig. 9.21 Idealized schematic representation of the growth of an oxide film on aluminum in water at 40◦C [70, 71]
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Oxide films on aluminum can be increased in thickness by the process of anodization, in which
oxide films are grown in aqueous solutions under conditions of controlled anodic potential. Two
types of anodized films can be formed: barrier oxides and porous oxides. Ammonium tartrate, boric
acid, and ammonium pentaborate are electrolytes commonly used to produce barrier-type oxides,
which are compact films that can be varied in thickness between approximately 100 and 2,000 Å
[72, 73].

The second type of anodic oxide film, the porous oxide film, typically has a total oxide thickness
of 3–35 μm (30,000–350,000 Å) [74]. This type of film is commonly formed by anodization in
sulfuric or phosphoric acids and consists of an inner compact layer and an outer porous layer. The
outer porous layer is characterized by a “scalloped” structure of hexagonal cells, each containing
a central pore. See Fig. 9.22, which is a transmission electron micrograph of a cross section of a
phosphoric acid anodized film [75]. A schematic representation of a phosphoric acid anodized film
is shown in Fig. 9.23. The fingers or protrusions of oxide shown in the figure are believed to improve
the adhesion of organic coatings or adhesives by interlocking with the organic overlayer [9, 76].

The open cells in the porous structure are usually sealed in boiling water to improve the corrosion
resistance [77]. Organic dyes or pigments can be incorporated into the porous oxide to produce a
colored anodic coating [78].

Properties of Passive Oxide Films

Passive oxide films have the following properties [79–81]:

Fig. 9.22 Transmission electron micrograph of the cross section of an anodized film formed on aluminum in
phosphoric acid [75]. Reproduced by permission of Taylor and Francis Ltd and www.informaworld.com
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Fig. 9.23 Schematic drawing of the oxide structure on an aluminum alloy after anodizing in phosphoric acid [9, 76].
Reproduced by permission of Elsevier Ltd

Thickness

As discussed earlier, the thickness of passive films varies from tens to hundreds of thousands of
angstroms (essentially from nanometers to micrometers), depending on the metal, the electrolyte,
and the conditions under which the film was formed.

Electronic and Ionic Conductivity

Passive layers on the transition metals (e.g., Fe, Cr, Ni) are generally thin (less than 100 Å, i.e.,
10 nm) and possess good electronic conductivity. This is evidenced by the fact that passive films
on iron, for example, can support electron transfer reactions such as the Fe(CN)6

4–/ Fe(CN)6
3–

exchange [82]. There is considerable evidence, for example, that passive films on Fe, Ti, or Sn are n-
type semiconductors, while the passive film on Cu or Ni is a p-type semiconductor [81]. In contrast,
barrier passive films on metals like Al, Ta, and Pb are thicker and generally possess poor electronic
conductivity.

The ionic conductivity of all passive films should be low to prevent the passage of aggressive ions
such as chlorides inward though the film and the transfer of dissolved cations outward through the
film.

Chemical Stability

The oxide film should have low chemical solubility and should be stable under a wide range of
electrode potentials.

The range of stability for a given a passive film on a given metal is conveniently provided by the
Pourbaix diagram of the metal. For example, Fig. 9.24 compares Pourbaix diagrams for Al, Cr, and
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Nb. The passive film on Cr is stable over a wider range of pH values than is the passive film on Al.
However, the passive film on Nb is stable over an even wider range of both pH values and electrode
potentials.
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Fig. 9.24 Top row: Pourbaix diagrams for aluminum, chromium, and niobium. Bottom row: Pourbaix diagrams for
zirconium, vanadium, and tantalum

Figure 9.24 also compares the Pourbaix diagrams for Zr, V, and Ta. See Problem 9.3 at the end of
this chapter.

Mechanical Properties

The mechanical properties of passive oxide films are important because the metal may undergo
scratching, abrasion, or deformation. The oxide film should have a high compressive strength and
should have good adhesion to the underlying metal. However, relatively little is known about the
mechanical properties of passive oxides, due in large part to the fact that they are thin films.

Stresses have been measured in the passive films on various metals, including 304 stainless steel,
nickel, tantalum, niobium, aluminum, zirconium, titanium, and tungsten [83–86]. Using a strain-
ing technique, Bubar and Vermilyea found that oxide films on tantalum exhibited great ductility
and could be deformed as much as 50% before fracture [87]. Oxide films on zirconium, 304 stain-
less steel, and iron also had appreciable ductility, but oxide films on aluminum were more brittle
[87, 88].

Lateral stresses in passive films can arise due to the epitaxial misfit between the oxide and the
underlying metal. A measure of this misfit is given by the Pilling–Bedworth ratio [89], defined as

R= Molecular volume of oxide

Molecular volume of metal
(12)
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or

R=
Moxide

doxide

n
Ametal

dmetal

(13)

where Moxide is the molecular weight of the oxide, Ametal is the atomic weight of the metal, doxide and
dmetal refer to densities, and n is the number of metal atoms per molecule of oxide (e.g., n = 2 for
Fe2O3). If the Pilling–Bedworth ratio R is of the order of 1, then a given volume of metal produces
the same volume of oxide, there is a good spatial match between the two, and the oxide is protective.
A value of R < 1 means that the metal produces insufficient oxide to cover the metal, and the oxide
is unprotective. A value of R slightly greater than 1 means that there is a favorable compressive
strength in the oxide, but values much greater than 1 introduce large compressive strengths which
can lead to cracking and fracture of the oxide.

Table 9.4 lists Pilling–Bedworth ratios R calculated from Eq. (13). It can be seen that each of the
non-passive alkali metals and alkaline earths has values of R < 1 (with the exception of beryllium).
Metals which are normally passive or can be passivated have values of R between 1 and 2. However,
the Pilling–Bedworth ratio is greater than 2 for some oxides which provide stable passive films. For
example, the Pilling–Bedworth ratios for Fe2O3 and Fe3O4 are 2.14 and 2.10, respectively, although
these oxides are components of the passive film on iron. In addition, the Pilling–Bedworth ratio
for Ta2O5 is 2.44, although the oxide film on tantalum is extremely resistant to localized attack by
pitting corrosion.

These breakdowns in comparison are due to two causes. First, the passive oxide films are very
thin and may be non-stoichiometric so that their densities are not necessarily those of the bulk oxides
which have been used to calculate the Pilling–Bedworth ratio. Second, comparison of molar vol-
umes is only one aspect in assessing the mechanical properties of oxide films, and other factors are
important, such as the inherent stress–strain behavior of the oxide film. Stresses may arise in pas-
sive films due to external mechanical loading, intrusion of chloride ions into the passive film, or by
hydration/dehydration events. Pilling–Bedworth ratios are more useful in the high-temperature oxi-
dation of metals, where the thicker oxide scales which form are more closely related to bulk oxide
properties.

There has been much recent interest in the study of mechanical properties of passive films using
new approaches, such as microindentation techniques [90] and the atomic force microscope [32].

If a passive film undergoes fracture so as to expose the underlying metal to the environment, then
the continuing corrosion resistance of the metal depends upon the ability of the metal to repassivate
faster than active corrosion can ensue. The topic of repassivation will be discussed in Chapter 10,
which considers the localized breakdown of passive films.

Structure of Passive Films

Passive films may be amorphous, nanocrystalline, or crystalline. For example, the air-formed oxide
film on pure aluminum is amorphous in that it does not give an electron diffraction pattern charac-
teristic of a crystalline solid [70]. However, when immersed in water, the oxide film which develops
is crystalline [66, 70, 71]. An example of a nanocrystalline passive film is provided by work on iron
which has shown that the passive film is crystalline, but with a fine grain structure [65, 91].
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Table 9.4 Pilling–Bedworth ratios R for various metal/metal oxidesa

R < 1 1 < R < 2 R > 2

Li2O 0.57 Ag2O 1.57 Co2O3 2.41
Na2O 0.58 AgO 1.61 Fe2O3 2.14
K2O 0.46 Al2O3 1.29 Fe3O4 2.10
Rb2O 0.42 BeO 1.67 MoO2 2.10
MgO 0.81 CdO 1.22 MoO3 3.25
CaO 0.65 Ce2O3 1.28 Mn2O3 2.10
SrO 0.61 CeO2 1.09 MnO2 2.27
BaO 0.71 CoO 1.75 Nb2O5 2.66

Co3O4 1.98 PtO2 2.11
Cr2O3 2.00 SiO2 2.13
Cu2O 1.68 Ta2O5 2.44
CuO 1.78 Sb2O5 2.35
FeO 1.69 U3O8 2.68
MnO 1.75 UO3 3.14
NbO 1.38 VO2 2.25
NbO2 1.95 V2O5 3.20
NiO 1.68 WO2 2.10
PbO 1.30 WO3 3.38
Pb2O3 1.25
Pb3O4 1.40
PtO 1.64
Sb2O3 1.43
SnO 1.28
SnO2 1.35
TaO2 1.93
TiO 1.21
Ti2O3 1.51
TiO2 1.77
UO2 1.98
U4O9 1.96
VO 1.37
V2O3 1.81
ZnO 1.58
ZrO2 1.55

aMetal and oxide densities are from “Handbook of Chemistry and
Physics,” 82nd Ed. (2001–2002).

Amorphous metals generally have reduced corrosion rates compared to their crystalline coun-
terparts. For example, Fig. 9.25 shows polarization curves for an 85Co–15Nb alloy in 0.5 M NaCl
[92]. The crystalline alloy readily undergoes anodic dissolution at anodic potentials, but the amor-
phous alloy exhibits an anodic current density which is several orders of magnitude lower over a
range of approximately 1.0 V up to the localized breakdown of the passive film, which occurred
above +0.4 V.

In a study on the effect of progressive addition of Cr to iron, McBee and Kruger [93] showed
by electron diffraction that the passive films go from polycrystalline to amorphous with the addition
of increased amounts of Cr to the alloy. In view of observations like this and with the information
available on the improved corrosion behavior of amorphous metals [94], it has been proposed that an
important factor in the passivity of metals is the structure of the passive film [94, 95]. An amorphous
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Fig. 9.25 Anodic polarization curves for crystalline and amorphous 85Co–15Nb in 0.5 M NaCl [92]. Reproduced by
permission of ECS – The Electrochemical Society

oxide is believed to provide a more protective passive film due to the lack of grain boundaries and
other defects which would otherwise assist the outward migration of cations though the film.

Passivity in Binary Alloys

Chromium is naturally passive when exposed to the outdoor atmosphere and remains bright for years,
unlike iron which corrodes in a short time. In order to achieve passivity with iron, it is necessary to
produce a passive film electrochemically (by anodic polarization) or chemically (by the action of
inhibitors such as chromates).

Another approach toward attaining passivity in iron is by alloying. Alloying of iron with
chromium, for example, facilitates the passivation process, as shown in Fig. 9.26. The addition of
18% Cr to iron produces a sharper active/passive transition, a decreased critical current density for
passivation, and a decreased passive current density. Each of these effects increases the ease of
passivation.

It is well known that the introduction of 13 at.% Cr into iron passivates the surface of the binary
iron–chromium alloy. Figure 9.27 shows the effect of progressive Cr additions on the Flade potential
and on the passive current density in Fe−Cr binary alloys [16]. It can be seen that Fe−Cr alloys
become passive at a critical alloy composition of approximately 13 at.% Cr. This fact forms the
basis for the protection provided by type 400 stainless steels, which are essentially Fe−Cr alloys.

A number of other binary alloys also exhibit a critical alloying composition, in which introduc-
tion of a certain minimum amount of the alloying element into the host metal causes the resulting
binary alloy to become passive or to have reduced corrosion rates. For example, copper–nickel alloys
display a reduction in corrosion rates in sodium chloride solutions for the addition of 30–40 wt%
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(32–43 at.%) nickel to copper [98], as shown in Fig. 9.28. In another example, the passive cur-
rent densities for aluminum–zirconium alloys in 1 M HCl decrease dramatically for a critical alloy
composition of 24 at.% Zr [99], as shown in Fig. 9.29.

The Fe−Cr binary alloy system is the most important from an industrial point of view and has also
attracted the most scientific interest. Several theories have been advanced to explain the occurrence
of a critical alloying composition in Fe−Cr binary alloys [93, 100–105], the most recent of which has
also been extended to other binary alloys [104–109]. These theories are (i) the electron configuration
theory, (ii) oxide film effects, (iii) the percolation theory, and (iv) the graph theory model. The last
three theories are not mutually exclusive, and in fact, the last two provide different explanations of
oxide film effects. Each of these theories is discussed briefly below.

Electron Configuration Theory

The electron configuration theory was proposed by Uhlig [100] and is an extension of the adsorption
theory of passivity. Uhlig noted that a number of transition metals (which have unfilled d-shells)
become passive at certain critical compositions when alloyed with a second metal. According to the
electron configuration theory, the passivity of a binary alloy depends on the tendency of unfilled d-
bands of transition metals to become filled with electrons from alloying elements capable of donating
electrons in such a way that chemisorption of oxygen is favored. For Fe−Cr alloys, the electron
configuration of the two alloying elements are the following:

Fe [Ar] 3d6 4s2

Cr [Ar] 3d5 4s1

where [Ar] denotes that the inner shells of the atom have the same electron configuration as in the
argon atom, and 3d6, for example, denotes that there are six electrons in the 3d level. Uhlig’s idea
was that a passive binary alloy would have an electron configuration as close as possible to that of
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an inert noble gas atom. In the Fe−Cr pair, Cr is the passive metal so that its d-bands become filled
with 4s electrons donated by Fe atoms. Electron configurations in a condensed (solid) metal are
different than in the isolated metal atom, as given in Table 9.5. The number of d-vacancies for the
metal surface atom in Table 9.5 is the number of vacancies in the metal plus one due to the donation
of one electron from each metal surface atom to a chemisorbed oxygen atom to form the O– surface
species, as shown in Fig. 9.30.

Thus, a Cr atom in the metal surface contains 4.0 d-electron vacancies. Iron atoms in the surface
of the alloy can each donate (1.8–1.0) = 0.8 electrons to Cr. Thus, the number of Fe atoms required
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Fig. 9.29 Passive current densities for aluminum–zirconium binary alloys in 1 M HCl [99]

to donate electrons to fill the vacant d-bands of a surface Cr atom is 4.0/0.8 = 5.0 Fe atoms; the
atomic percent of Cr is given by Cr/(Cr + Fe) = 1.0/(1.0 + 5.0) = 16.7 at.%, in nominal agreement
with the experimental value of 13 at.% where Fe−Cr alloys attain passivity.

This approach has also been used by Uhlig to explain critical alloy compositions in Cu–Ni, Fe–
Ni, Fe–Co, Ni–Mo, Ni–Cr, and Co–Cr binary alloys, as shown in Table 9.6. In each case, there is
a good agreement between predicted and observed critical alloy compositions. However, the usual
criticism of the electron configuration theory is that it fails to take into account the properties of the
oxide film.
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Table 9.5 Electron configurations for various transition metals and for copper [100]

Metal
Atomic
configuration

d-Vacancies in
atom

d-Vacancies in
metala

d-Vacancies in
metal surface

4s electrons
demoted to
d-band

Cr [Ar] 3d5 4s 5 – 4.0b 2.0
Fe [Ar] 3d6 4s2 4 2.2 3.2 1.8
Co [Ar] 3d7 4s2 3 1.7 2.7 1.3
Ni [Ar] 3d8 4s2 2 0.6 1.6 1.4
Cu [Ar] 3d10 4s 0 0.0 0.0 0.0
Mo [Kr] 4d6 5s 4 3.0 4.0 1.0

a From magnetic measurements.
b Extrapolated value.
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Fig. 9.30 The electron configuration theory of passivity applied to Fe−Cr alloys [100]

Oxide Film Properties

There is considerable evidence that the properties of the oxide film are responsible for the onset of
passivity in Fe-Cr binary alloys to occur at 13 at.% Cr. Various investigators have found that Cr is
enriched in the passive film on Fe-Cr alloys [28, 101, 102]. The results of Asami et al. [28] have been
given in Fig. 9.9, which shows that the cation fraction of Cr3+ in the oxide film increases dramatically
at 10–13 at.% of Cr in the binary alloy. Recent in situ results of Oblonsky et al. [102] using XANES
also show an enrichment of Cr3+ in the passive films in a series of Fe−Cr alloys.

McBee and Kruger [93] showed the importance of the structure of the passive film on Fe−Cr
alloys in a study using electron diffraction. As Cr was added to Fe in a series of Fe−Cr alloys, the
passive films passed from crystalline to amorphous, as shown in Table 9.7. The authors attributed
the enhanced corrosion resistance of the higher content Cr alloys to the existence of an amorphous
oxide film, with its concomitant improved properties, as discussed earlier.
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Table 9.6 Electron configurations and critical alloy compositions [100]

Predicted critical
composition

Binary
alloy

Acceptor or
donor?

d-Vacancies
in metal
surfacea

Number of
donor
electrons At.% Wt%

Observed
critical
composition
(wt%)b

Ni
Cu

A
D

1.6
1.0 38.5% Ni 36.6% Ni 30–40% Ni

Cr
Fe

A
D

4.0
0.8 16.7% Cr 15.7 % Cr 12% Cr

Ni
Fe

A
D

1.6
0.8 33.3% Ni 34% Ni 40% Ni

Co
Fe

A
D

2.7
0.8 22.8% Co 23.8% Co 21–25% Co

Mo
Ni

A
D

4.0
0.4 9.1% Mo 14.7% Mo 10–15% Mo

Cr
Ni

A
D

4.0
0.4 9.1% Cr 8.2% Cr 7–9% Cr

Cr
Co

A
D

4.0
0.3 7.0% Cr 6.2 % Cr 10% Cr

a After donation of one electron to O– surface species.
b For specific aqueous environments, see [100].

Table 9.7 Structural
characteristics for the passive
oxide films on Fe−Cr binary
alloys [93]

Percentage Cr in
alloy Structure of passive film

0 Well-oriented spinel
5 Well-oriented spinel
12 Poorly oriented spinel
19 Mainly amorphous
24 Completely amorphous

Percolation Theory

Sieradzki and Newman [103] applied percolation theory to explain the critical Cr composition for
passivity in Fe−Cr alloys. These authors considered that Cr atoms must come close enough to each
other so that adsorbed oxygen anions can bridge what is to become oxidized Cr. Based on atomic
distances and the concept of a cluster of Cr atoms in the body centered cubic lattice, percolation
theory was able to explain the threshold composition for passivity in Fe−Cr alloys.

As shown in Fig. 9.31, when an oxygen ion (O2–) bridges two Cr3+ ions, the maximum separation
between the two Cr3+ ions is equal to twice the radius (0.69 Å) of the Cr3+ plus twice the radius
(1.40 Å) of the O2– ion, or 4.18 Å. The distances between various nearest neighbors in the bcc
Fe−Cr lattice having a lattice parameter a = 2.87 Å are given in Table 9.8.

Note that the distance of 4.18 Å required to bridge two Cr atoms is approximately the distance
between third nearest neighbors in the bcc Fe−Cr lattice. Percolation processes show a sharp thresh-
old pc, which represents the concentration of occupied sites at which a connected cluster suddenly
appears [110]. The pc for interactions up to third nearest neighbors is 10%. The pc for interactions
up to fourth nearest neighbors is 12%. These values correspond to Cr concentrations producing pas-
sivity in Fe−Cr alloys. As the Cr atom concentration increases above pc, the infinite cluster grows
rapidly absorbing smaller clusters [110].
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Fig. 9.31 Percolation theory and the passivity of Fe−Cr alloys [103]

Table 9.8 Distance between nearest neighbors in the Fe−Cr body centered cubic lattice [103]

Nearest neighbors

1st 2nd 3rd 4th

√
3

2 a a
√

2a
√

3a
2.49 Å 2.87 Å 4.06 Å 4.97 Å

a is the lattice parameter.

Graph Theory Model

Another approach [104–109] has recently been taken using graph theory and the concept of a con-
nected network of −M−O−M− bridges in the passive oxide film, where M is the component of the
binary alloy giving rise to passivity. For Fe−Cr alloys, passivity is imparted by the addition of Cr to
Fe so that a connected network of −Cr−O−Cr− would lead to passivity.

A graph is a collection of points (vertices) connected by lines called edges. For example, Fig. 9.32
is a graph of a floorplan in a residential home. The individual rooms are represented by points
(vertices), and rooms which are physically connected in the house are connected on the graph by
edges. Graphs have been used to represent and analyze various types of relationships in biology, the
social sciences, and in systems research [111].

In regard to passivity, an oxide may be represented by a mathematical graph in which vertices
and edges are used to designate atoms and their bonds. For Fe−Cr binary alloys, a network of unin-
terrupted −Cr−O−Cr− bridges in the oxide film is first considered, and then random graph theory
is used to insert Fe3+ ions in a stochastic manner into the−Cr−O−Cr− network to form an oxide of
composition xFe2O3·(1–x)Cr2O3. The critical concentration of Fe3+ (and accordingly also of Cr3+)
where the −Cr−O−Cr− network loses its connectivity is thus calculated. Or equivalently, the criti-
cal concentration of Cr3+ in the oxide film (and also of Fe3+) is determined where the−Cr−O−Cr−
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Fig. 9.32 The mathematical graph of the floorplan of a residence

network becomes connected. The composition of the oxide film is then related to the composition of
the alloy substrate by means of empirical surface analysis information.

Based on the STM studies of Ryan et al. [65], as shown in Fig. 9.15, the structure of the passive
oxide film on an Fe–25 at.% Cr binary alloy can be represented by an array of irregular distorted
hexagons. The corresponding mathematical graph is given in Fig. 9.33, where the vertices of the
graph represent Cr3+ ions and the edges represent O2– ions. If the total number of Cr3+ ions in the
network is given by N, then the total number of edges (O2– ions) is simply A(Go) = (3/2)N.

The−Cr−O−Cr− network, as represented by its graph Go, is characterized by two properties: its
size and configuration. The size of Go is given by the number of edges A(Go), and the configuration
is given by a quantity called the Randic index X(Go) [112]:

Cr+3 ions are located at vertices

O– 2 ions are located at edges

Mathematical graph for Cr2O3

Fig. 9.33 The mathematical graph for Cr2O3 [104–106]. The vertices refer to Cr3+ ions and the edges connecting
them refer to O2– ions

X(Go) = �
edges

(ij)−0.5 (14)

where i and j are the degrees of the vertices connecting the edge in question. (A vertex has a degree
2, for example, if two edges meet at that vertex.) The Randic index has been used to characterize the
degree of branching of organic compounds, as shown in Fig. 9.34.
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Fig. 9.34 Hydrocarbon isomers and the Randic index

Next, the composition of the oxide network is changed conceptually by insertion of Fe3+ ions
to produce a new graph G for the mixed oxide having new properties A(G) and X(G). The relative
change in the connectivity of the network is given by

δ = A(G)X(G)−A(Go)X(Go)

A(Go)X(Go)
(15)

Large values of δ indicate that the connectivity of the new graph G (which contains the disrupting
cation) is very much different than that for the original graph Go, whereas small values of δ mean
that the connectivity of the two graphs is similar. When the connectivities of the two graphs are
identical, then δ = 0, as can be seen by letting G = Go in Eq. (15).

The Randic index X(Go) for the −Cr−O−Cr− network is obtained as follows. Each vertex in
Fig. 9.33 has a degree 3 so that each edge contributes one-third to the Randic index:

(ij)−
1
2 ≡

(
1

3× 3

)1
2 = 1

3
(16)

But there are (3/2)N total edges so that

X(Go) = 3

2
N × 1

3
= N

2
(17)

See Table 9.9, which collects the various input quantities necessary to calculate the
connectivity δ.
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Table 9.9 Values of various quantities used in graph theory approach to passivity in Fe–Cr binary alloysa

Original graph Go for -Cr-O-Cr_

Number of edges
A(GO) = 3

2 N

Randic index
X(GO) = N

2

New graph G containing Fe3+

Number of edges

A(G)=N
[

3−5x
2(1−x)

]

X(G) =
(

1
5

)5
N

(1−x)5 (3− 5x)
{

24x4 + 24
√

2x3(3− 5x)+ 4(
√

3+ 3)x2(3− 5x)2 + 2
√

6x(3− 5x)3 + 1
2 (3− 5x)4

}

Randic index

a N is the number of Cr3+ ions in the original graph Go for Cr2O3.
x is the number of moles of Fe2O3 in the mixed oxide: xFe2O3·(1–x) Cr2O3.

Next, Fe3+ ions are introduced into the graph to produce the new graph G. See Fig. 9.35. The
composition of the oxide network after insertion of Fe3+ ions is xFe2O3·(1–x)Cr2O3. If D is the
number of edges deleted in Go to form the new graph G and one Fe3+ is inserted per edge deletion
(to preserve charge neutrality) then

Fe3+

Cr3+ =
D

N
=

x moles Fe2O3

(
2 moles Fe3+
mole Fe2O3

)

(1− x) moles Cr2O3

(
2 moles Cr3+
mole Cr2O3

) (18)

Then, A(G) = (3/2)N – D or

A(G) = N

[
3− 5x

2(1− x)

]
(19)

x Fe 2 O3
. (1 – x) Cr2 O3

Cr

Cr

Cr

Cr

Cr
Cr

O

O

O

O

O

Cr

Cr

Cr Cr

Cr
Cr

O

O

O

O

O

Fe
Break an edge

and insert Fe+3

OO

Cr2 O3

Fig. 9.35 Insertion of Fe3+ ions into the graph for Cr2O3
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Unlike X(Go), the term X(G) cannot be calculated directly because it is not known which particu-
lar edges have been deleted from Go to form G. A stochastic calculation is employed, the details of
which are given in Appendix F. The result is

X(G) =
(

1
3

)5
N

(1− x)5
(3− 5x)

{
24x4 + 24

√
2x3(3− 5x)+ 4(

√
3+ 3)x2(3− 5x)2

+ 2
√

6x(3− 5x)3 + 1

2
(3− 5x)4

} (20)

Insertion of expressions for A(G), X(G), A(Go), and X(Go) (as listed in Table 9.9) into Eq. (15)
gives the following result:

δ =
2
(

1
3

)6
(3− 5x)2

(1− x)6

{
24x4 + 24

√
2x3(3− 5x)+ 4(

√
3+ 3)x2(3− 5x)2

+ 2
√

6x(3− 5x)3 + 1

2
(3− 5x)4

}
− 1

(21)

Figure 9.36 shows the behavior of δ as a function of the composition of the oxide film. (δ ≈ 0
when G ≈ Go.) It can be seen that an atomic fraction of Fe3+ in the oxide film of 0.70 suffices to
break down the −Cr−O−Cr− network. That is, an atomic fraction of 0.30 of Cr3+ ions in the oxide
film provides a continuous −Cr−O−Cr− network, for which δ ≈ 0. (The calculated results for δ

pass through 0 for (1–x) ≈ 0.30 but are plotted as absolute values in Fig. 9.36). Figure 9.36 clearly
shows that there is a critical concentration of Cr3+ ions in the oxide film which is needed to provide
a continuous network of −Cr−O−Cr− linkages in the oxide film.
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Fig. 9.36 The behavior of the connectivity function δ as a function of the oxide composition for Fe2O3–Cr2O3 mixed
oxides [104–106]. Reproduced by permission of Elsevier Ltd
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Fig. 9.37 Chromium content in the passive film on Fe−Cr binary alloys as a function of the chromium content
in the alloy after immersion in an acetate buffer. Redrawn from [102]. Reproduced by permission of ECS – The
Electrochemical Society

From the XPS data of Asami et al. [28] for Fe−Cr alloys shown in Fig. 9.9, a cation fraction of
0.30 Cr3+ in the oxide film corresponds to a metal alloy composition of approximately 13 at.% Cr.
More recent in situ XANES data of Oblonsky et al. [102] show that an atomic fraction of 0.30 Cr3+

in the oxide film corresponds to an atomic fraction of 0.13 Cr in the Fe−Cr alloy. See Fig. 9.37. This
result is in excellent agreement with the well-known observation that 13 at.% chromium induces
passivity in Fe−Cr alloys.

The graph theory approach has successfully explained the occurrence of critical alloy composi-
tions in 18 different binary alloys [104–109]. Some results are given in Table 9.10.

The exact mechanism of protection by a continuous network of the passivating oxide is not known
with certainty. One possibility is that the network of −M−O−M− chains is more stable in the
aqueous solution than is the second component of the oxide film. A second possibility (related to the
first) is that the tangled network of −M−O−M− chains restricts the transport of ions and defects
through the passive oxide film.

Table 9.10 Results from application of graph theory to the passivity of various binary alloys [104–109]

Alloy
system

Critical mole
fraction of oxide
obtained from
graph theory δ

Calculated ionic
mole fraction in
oxide

Corresponding
alloy
composition
from surface
analysis data

Observed critical
alloy
composition
from corrosion
data

Fe−Cr 0.31 Cr2O3 0.31 Cr3+ 13 at.% Cr 13 at.% Cr
Ni−Cr 0.13 Cr2O3 0.23Cr3+ 7 at.% Cr 8–10 at.% Cr
Cu−Ni 0.45 NiO 0.45 Ni2+ ∼30 at.% Ni 30–40 at.% Ni
Fe−Si 0.36 SiO2 0.22 Si4+ 30 at.% Si 26–30 at.% Si
Co−Cr 0.13 Cr2O3 0.23 Cr3+ 6 at.% Cr 9–11 at.% Cr
Al−Cr 0.31 Cr2O3 0.31 Cr3+ ∼50 at.% Cr 40–50 at.% Cr
Cr−Mo 0.28 MoO2 0.16 Mo4+ 21 at.% Mo 20 at.% Mo
Cr−Zr 0.28 ZrO2 0.16 Zr4+ 16 at.% Zr 10 at.% Zr
Mo−Ti 0.21 TiO2 0.21 Ti4+ 58 at.% Ti ˜60 at.% Ti
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Passivity in Stainless Steels

Stainless steels are commercial alloys containing a minimum of approximately 11 wt% chromium.
This amount of chromium prevents the formation of rust in the natural atmosphere, and this
observation is the origin of the term “stainless.” See Fig. 9.38. The stainless steel “family tree”
is depicted in Fig. 9.39, and the compositions of several common stainless steels are given in
Table 9.11. Type 304 stainless steel is commonly used for applications requiring good corrosion
resistance and formability. However, this alloy is subject to pitting and crevice corrosion, and type
316 is frequently used in its stead when localized corrosion poses a problem. Higher alloys, such as

Fig. 9.38 Not all steels are created equally. From the Washington Post, January 24, 2004 and by permission of Dave
Coverly and Creators Syndicate, Inc
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Fe

Fe-Cr-Ni
(e.g., 
Type 304)

Higher alloys
(e.g., Alloy 625)

Fe-Cr-Ni-Mo
(e.g., Type 316)

(e.g., 
Type 430)

Fig. 9.39 The stainless steel family tree

Table 9.11 Composition (by wt%) of selected stainless steels and higher alloys [135]

UNSa AISIb Cr Ni Mo Fe C Mn Other

S40300 403 11.5–13 Balance 0.15 1.0 Si 0.5
S43000 430 16–18 Balance 0.12 1.0 Si 1.0
S30400 304 18–20 8–10 Balance 0.08 2.0 Si 1.0
S30403 304L 18–20 8–12 Balance 0.03 2.0 Si 1.0
S31600 316 16–18 10–14 2–3 Balance 0.08 2.0 Si 1.0
N06625 625 20–23 Balance

(∼ 60)
8–10 5 0.1 0.5 Nb 4.15

N10276 C-276 14.5–16.5 Balance
(∼55)

15–17 7 0.02 1.0 Co 2.5
W 4.5

a Unified Numbering System.
b American Iron and Steel Institute Designation.

alloy 625 and alloy C-276, which are Cr−Ni−Mo alloys (rather than steels), provide increased cor-
rosion resistance in aggressive environments; but these two alloys can also suffer crevice corrosion
in some instances.

The corrosion resistance of each of these alloys depends on the existence of a passive oxide
film.

Electrochemical Aspects

Figure 9.40 compares anodic polarization curves in for pure iron, type 430 stainless steel, and type
304 stainless steel in 0.5 M H2SO4 [113]. As seen in Table 9.11, type 430 stainless steel contains
chromium as an alloyed element, and type 304 contains both chromium and nickel. The critical
current density for passivation follows the order: Fe > 430 stainless steel > 304 stainless steel. Thus,
it is easier to passivate type 304 stainless steel than either type 430 stainless or pure iron. (The passive
current densities for type 430 stainless steel and type 304 are similar but are each considerably lower
than that for iron).
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in 0.5 M H2SO4 [113]. Reproduced with permission from The McGraw-Hill Companies

The effect of various alloying elements on electrochemical passivation has been determined by
studies in which one element is systematically added to one or two others. For example, Fig. 9.41
shows the effect of Mo additions on the anodic polarization curves of an Fe−Cr alloy in 0.5 M
H2SO4 [114]. As seen in Fig. 9.41, progressive additions of Mo to the Fe−Cr alloy decrease the
critical current density for passivation icrit and also the passive current density ipass. By collecting
observations similar to this, a set of “rules” can be formulated as to whether a given alloying element
is beneficial to passivation. (An element will be considered to be beneficial if its addition reduces
the critical current density for passivation icrit and/or the passive current density ipass).
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Fig. 9.41 Effect of Mo additions on the anodic behavior of Fe–18Cr alloys in 0.5 M H2SO4 [114]. Reproduced by
permission of ECS – The Electrochemical Society
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Thus, the following effects have been observed in passivation:

Cr is beneficial to Fe [15, 16, 115].
Cr is beneficial to Ni [116].
Cr is beneficial to Fe−Ni [117].
Cr is beneficial to Fe−Ni−Mo [118].
Cr is not beneficial to Mo [119, 120].

Mo is not beneficial to Fe [118, 121, 122].
Mo is not beneficial to Ni [123].
Mo is beneficial to Cr [119, 120].
Mo is beneficial to Fe−Cr [114, 124].
Mo is beneficial to Fe−Cr−Ni [118].

Hence, Mo is beneficial only when Cr is present.

Ni is beneficial to Fe [125].
Ni is beneficial to Mo [123].
Ni is not beneficial to Cr [116].

From these “rules”, the effect of Cr on the passivation of Fe, Ni, or Mo is illustrated in Fig. 9.42,
where the arrow indicates the direction of beneficial alloying. The effect of alloying by the other
three elements is also shown in Fig. 9.42. While the relationships in Fig. 9.42 hold for binary alloys,
the trends may break down for ternary alloys.

Fe

Mo

Cr Ni

Trends for Binary Alloys

Fig. 9.42 The effect of various metallic elements on passivity in binary alloys. The arrow indicates that the effect is
a beneficial one. For example, additions of Cr to Fe are beneficial, and additions of Mo to Fe are not beneficial

Polarization curves can provide interesting data on the effects of alloying on passivation but
give no information on the nature of the passive films which are formed on the alloy. Instead, it
is necessary to employ surface analytical techniques to experimentally obtain the composition or the
structure of the passive films.

Composition of Passive Films on Stainless Steels

The nature of the passive film on stainless steels is complex but is a mixture of metal oxides and
hydroxides or oxyhydroxides, with the films possibly containing bound water. The results of one of
the earliest analyses of passive films using XPS are shown in Fig. 9.43 for type 304 stainless steel



Passivity in Stainless Steels 253

0

10

20

30

40

50

60

70

80

0.0 0.50 1.0 1.5 2.0 2.5 3.0

A
to

m
ic

 P
er

ce
nt

Etch Depth in nm

Fe+3

O–2

Cr+3

Ni+2

Fig. 9.43 XPS sputter profiles of the passive film formed on type 304 stainless steel in flowing deoxygenated water
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[126]. It can be seen that the passive film contains oxides of both Cr and Ni, as well as of Fe. The
outer region of the film contains Cr3+, while the inner and outer regions contain both Cr3+ and Ni2+.

The results of a more recent XPS investigation on the passive film on a Mo-containing stainless
steel were given earlier in Fig. 9.12. When the stainless steel contains molybdenum as an alloying
element, Mo4+ is usually incorporated into the inner region of the passive film, whereas Mo6+ is
present in the outer layer [60, 127]. It has been suggested that molybdate ions may act as cation-
selective species in the outer layer producing a bipolar passive film, with the inner layer which
contains Cr2O3 being anion selective, as discussed earlier. Thus, the inward passage of aggressive
anions (such as Cl–) through the film is not favored. In addition, the outward passage of cations
produced by metallic dissolution at the metal/oxide interface is similarly not favored.

This model of the passive oxide film on Mo-containing stainless steels is given in Fig. 9.44
[60, 127].

The surface analysis of passive films on stainless steels continues to be a subject of active
experimental interest.
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Fig. 9.44 The bipolar model of passivity applied to Mo-containing stainless steels [60, 127]. Reproduced by
permission of ECS – The Electrochemical Society



254 9 Passivity

Passivity by Alloying with Noble Metals

Metals which undergo an active/passive transition can be made passive by alloying with noble met-
als such as palladium or platinum. This idea [128, 129] is illustrated in Fig. 9.45 for Ti-Pd alloys in
hot acid solutions. Titanium can be passivated in boiling sulfuric acid solutions, but only after under-
going an active/passive transition following extensive anodic dissolution. The cathodic polarization
curve for titanium in Fig. 9.45 is drawn using the exchange current density for hydrogen evolution on
titanium given in Table 7.3 and with a cathodic Tafel slope of –0.100 V/decade. As seen in Fig. 9.45,
the cathodic and anodic polarization curves for titanium intersect in the active region of the anodic
curve so that at open-circuit potential, titanium freely undergoes active dissolution.
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Fig. 9.45 Electrochemical basis for the passivation of titanium by alloying with palladium (drawn for a Ti–2% Pd
alloy)

However, when titanium is alloyed with a noble metal, such as palladium, the hydrogen evo-
lution reaction occurs both on Ti surface sites and on Pd surface sites, as depicted in Fig. 9.46.
The exchange current density for hydrogen evolution on Pd is five orders of magnitude higher than
on Ti so that the total rate of hydrogen evolution at any electrode potential is dominated by the
reaction on Pd sites, even for a dilute alloy, as shown in Fig. 9.45, which is constructed for a Ti–2 at.%

3 H+ + 3 e–→ 3
2

H2 (on Pd) 3 H+ + 3 e–→ 3
2

H2 (on Ti)

Pd

Ti+3 Ti+3

Ti
Ti

3 e– 3 e– 

Fig. 9.46 Types of surface sites on Ti-Pd alloys
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Pd alloy. The resulting effect is that the total cathodic polarization curve intersects the total anodic
polarization curve in the passive region of titanium. (The anodic dissolution of Pd contributes only
negligibly to the total anodic polarization curve.) Thus, alloying of titanium with Pd self-passivates
the Ti−Pd alloy.

Corrosion rates for Ti−Pd or Ti−Pt alloys as determined by Stern and Wissenberg [128] are given
in Fig. 9.47. It can be seen that Pd or Pt additions reduce the corrosion rate of unalloyed titanium by
a factor of approximately 1/1,000.
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Fig. 9.47 Corrosion rates of Ti−Pd or Ti−Pt alloys in boiling sulfuric acid [128]. Reproduced by permission of ECS
– The Electrochemical Society

Similar results have been obtained for Cr-containing steels [130] and for Ti−Pd−Mo and
Ti−Pd−Cr ternary alloys in acid solutions [129]. In each case, the mechanism of passivation was a
shift of the corrosion potential into the passive region of the host metal by an increase in the rate of
hydrogen evolution on the noble metal constituent of the alloy. The use of additional noble metals
into various base metals and their specific applications have been reviewed [131, 132].

Anodic Protection

Anodic protection is a technique of corrosion protection in which the electrode potential is main-
tained in the passive region. This technique is applicable only to metals or alloys which can be
passivated, and the method is based on the fact that the corrosion rate is very low in the passive
region and is given by the passive current density. Figure 9.48 illustrates suitable applied poten-
tials for anodic protection and for cathodic protection for a metal which undergoes an active/passive
transition.

Various techniques can be used to maintain the metal surface in the passive region. These include
the following:

(1) Oxidizing inhibitors, such as chromates, molybdates, or nitrates,
(2) Alloying to produce passive films, i.e., the use of stainless steels,
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Fig. 9.48 Comparison of the electrochemical basis for anodic protection and for cathodic protection

(3) Noble metal alloying, e.g., Pd−Ti alloys,
(4) Impressed potential systems.

However, the use of inhibitors can result in contamination of the liquid contained in the system,
and the use of passive alloys may be costly, so impressed voltage systems have been employed.
Figure 9.49 illustrates an anodic protection system for a storage tank [133]. The cathode must be
able to withstand the corrosive environment, and cathode materials which have been used include
platinum-clad brass, copper, and type 304 stainless steel. Various reference electrodes have been
used, including platinum and metal/metal oxide electrodes [133].

Anodic protection has been used most extensively to protect metals used in the manufacture,
transport, and storage of sulfuric acid. Anodic protection has also been used in the pulp and paper
industry and in the storage of chemical fertilizers and alkaline liquids [133, 134].

Potential
Sensing

Direct Current
Power Source

Potential
Controller

Surface to be
protected

Fig. 9.49 Schematic diagram of an anodic protection setup [133]
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Table 9.12 compares some of the features of anodic and cathodic protection. Each method of
corrosion control has its own advantages and disadvantages.

Table 9.12 Comparison of cathodic and anodic protection

Cathodic protection Anodic protection

Applicability All metals Active/passive metals only
Environments Weak to moderate in corrosivity Weak to aggressive
Corrosion rate of protected

member
Can be very small Small but finite

Problems

1. The charge required to form a passive film on iron in a borate buffer solution was determined
from coulometric measurements to range from 4.8 × 10–4 to 9.8 × 10–4 C/cm2, depending on
the electrode potential at which the film was formed [21]. How many layers of oxide ion O2–

are contained in the passive layer assuming that O2– is formed by the following reaction:

O2 + 4e− → 2O2−

(The radius of the O2– ion is 1.40 Å.)
2. In the cathodic reduction of the passive film on iron, Cohen and co-workers estimated the thick-

ness of the outer layer consisting of γ- Fe2O3 to be 32 Å [38–40]. The density of γ–Fe2O3 is
5.2 g/cm3 and its molecular weight is 159.69 g/mol. The pH of the solution used in the cathodic
reduction experiments was 7.6 and its approximate volume was 150 ml. Based on this informa-
tion, calculate the thermodynamic electrode potentials for the reduction of γ–Fe2O3 to Fe2+ and
for Fe3O4 to Fe. How do these values compare with the two plateaus in Fig. 9.17?

3. If zirconium, vanadium, or tantalum could be selected for an application where the metal is
placed in a corrosive environment subject to fluctuations in pH or in electrode potential, which
one metal would you choose based on corrosion behavior alone?

4. The Flade potential for Cr in 0.5 M H2SO4 (pH 0.3) is –0.350 V vs. SHE. [16]. How does
the Flade potential compare with the equilibrium electrode potential for the reaction of Cr with
water to form Cr2O3?

2Cr+ 3H2O→ Cr2O3 + 6H+ + 6e−

The standard electrode potential for this reaction is Eo = –0.654 V vs. SHE.
5. Sketch an anodic polarization curve for a metal having the following characteristics:

(a) The corrosion potential is –0.50 V vs. SHE.
(b) The corrosion rate for active dissolution is 10 μA/cm2.
(c) The Flade potential is –0.10 V vs. SHE.
(d) The critical current density for passivation is 100 μA/cm2.
(e) The passive current density is 1 μA/cm2.
(f) Oxygen evolution begins at + 1.0 V vs. SHE.

6. The corrosion behavior of Co−Ni binary alloys has not been determined. However, use the elec-
tron configuration theory to predict the critical alloy composition for Co−Ni alloys, assuming
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that Ni is the acceptor in the alloy pair. What reservations do you have in using the electron
configuration theory?

7. From film stripping studies have been conducted [23] on 304 stainless steel having the compo-
sition by weight of 18% Cr, 8% Ni, and the balance Fe. The oxide film on this stainless steel
was found to contain 32 wt% Fe, 13.4 wt% Cr, and 9.4 wt% Ni (the balance is due to oxygen
either in the oxide or contained in bound water). The oxide film thickness was 30 Å, and the
typical weight gain due to oxide film formation was 2.0 μg/cm2. The density of 304 stainless
steel is 7.0 g/cm3. Assume that the oxide film is a mixture of Fe2O3, Cr2O3, and NiO. Calculate
the Pilling–Bedworth ratio for this oxide and use this ratio to predict whether the oxide film
would be protective. To calculate the Pilling–Bedworth ratio, it is first necessary to calculate the
effective molecular weight of the oxide, its effective value of n, and the effective atomic weight
of the metal.

8. Use the alloying trends in Fig. 9.42 to predict the effect of Mo additions to Fe−Ni alloys on the
passivity in the resulting ternary alloy. Keep a constant nickel content in the ternary alloy.

9. A steel tank car is used to transport a fertilizer solution. This solution is corrosive to steel, so
it is necessary to provide some form of protection to the internal surfaces of the tank car. The
tank car is equipped with a device which can control the electrode potential of the internal steel
surface when the tank car is filled. The polarization curve for steel in the fertilizer solution is
shown below.
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(a) What is the corrosion current density of the steel in the freely corroding condition?
(b) What potential can be safely used in providing anodic protection?
(c) What is the corrosion current density at this applied anodic potential?
(d) Under the condition in Part (c), what is the loss of thickness of the tank car wall after a

10-day service period? Assume that the corrosion reaction is Fe→ Fe2++2e−. The atomic
weight of Fe is 55.85 and its density is 7.87 g/cm3.

(e) What potential can be used if cathodic protection is applied to give the same corrosion rate
as in Part (c)?

10. Sketch the experimentally observed anodic and cathodic polarization curves which result from
each of the following sets of theoretical curves. Indicate the corrosion potential on each of the
experimental curves and indicate the anodic and cathodic portions of each experimental curve.
What can you say about the stability of the system for curve (c) below?
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Chapter 10
Crevice Corrosion and Pitting

Introduction

Passive films, which were studied in the previous chapter, are remarkable in their ability to provide
corrosion protection to a wide variety of metals and alloys. However, passive films are not perfect
and often suffer localized breakdown at certain specific areas. Although the remainder of the passive
film may remain intact and continue to offer protection against general corrosion, the occurrence of
localized corrosion is dangerous because it is concentrated at a fixed area and can lead to catastrophic
failure of the metal piece. In addition, the presence of localized corrosion is usually more difficult to
detect than general corrosion.

The most common forms of localized attack are crevice corrosion, pitting, and stress-corrosion
cracking. The first two of these forms are considered in this chapter. Crevice corrosion is local-
ized corrosion that occurs within narrow clearances or under shielded metal surfaces. Pitting is the
localized breakdown of passive films, usually by chloride ions, and the subsequent attack of the
underlying metal at certain fixed specific sites. As will be seen, crevice corrosion and pitting differ
in their mechanisms of initiation, but the mechanism of propagation is similar for these two forms
of localized corrosion.

The research literature on pitting corrosion alone (like that on passivity) is voluminous. This
chapter deals only with the most important aspects of pitting and does so in an introductory manner.
No attempt has been made to present a comprehensive research review.

Crevice Corrosion

Crevice corrosion can occur in geometrical clearances, such as

• under gaskets or seals
• under bolt heads
• between overlapping metal sheets
• within screw threads
• within strands of wire rope

or crevice corrosion can occur under deposits, such as

• corrosion products
• dust particles
• barnacles (in seawater)
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(a) (b)

Fig. 10.1 Alloy 625 after crevice corrosion testing at 65◦C in natural seawater [1]. (Left) +200 mV vs. Ag/AgCl
for 24 h, (Right) +400 mV vs. Ag/AgCl for 24 h. The crevice (removed in the photographs) was provided with
a compressed gasket. Reused with permission from F. J. Martin, K. E. Lucas, and E. A. Hogan, Copyright 2002,
American Institute of Physics

At first glance it would appear that metals located within a crevice would be protected from the
electrolyte because the metal is sheltered from the bulk of the corrosive environment. But this is
not the case. For example, Fig. 10.1 shows crevice attack on an alloy 625 specimen after crevice
corrosion testing in natural seawater [1]. It can be seen that localized attack is quite severe beneath
the region where a crevice had been formed with a compressed gasket.

There are two distinct stages of crevice corrosion: (i) initiation and (ii) propagation [2].

Initiation of Crevice Corrosion

Crevice corrosion initiates due to the operation of a differential oxygen cell. Oxygen reduction occurs
both on the metal surface which is exposed to the bulk electrolyte and also on the portion of the metal
surface which is contained within the crevice, as depicted in Fig. 10.2. The cathodic reaction is the
same on both internal and external metal surfaces:

O2 + 2H2O+ 4e− → 4OH− (1)

However, the metal exposed to the bulk electrolyte is in contact with an open supply of oxygen
from the atmosphere, so as O2 is consumed near the external metal surface by Eq. (1), additional
O2 molecules diffuse to the metal surface and a steady-state concentration of O2 is maintained near
the surface of the external metal. However, when O2 molecules are consumed within the narrow
clearance of the crevice, they are not easily replaced due to the long narrow diffusion path formed by
the crevice. Thus, oxygen becomes depleted within the crevice, as shown in Fig. 10.3, which gives
experimental measurements for stainless steel within crevices in seawater [3].

Hence, an oxygen concentration cell is formed between the metal surface outside the crevice and
the metal surface within the crevice. This difference in O2 concentration between the bulk solution
and the sheltered crevice has two effects.

First, as was seen in Chapter 5, the metal exposed to the lower concentration of oxygen has a
more negative potential (i.e., less positive) for oxygen reduction than does the metal exposed to a
higher concentration of oxygen.
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Fig. 10.2 Schematic illustration of the initiation stage of crevice corrosion: (c) is an expanded view of (a) and (b)

This can be seen easily by application of the Nernst equation to Eq. (1), for which E0 = 1.228 V
vs. SHE. At a pH of 7.0, when the concentration of dissolved O2 is 15 mg/L (often the case for bulk
solutions), then E(O2) = 1.596 V vs. SHE. When the concentration of dissolved O2 within a crevice
is 1 mg/L (see Fig. 10.3), then E(O2) = 1.579 V vs. SHE.
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Fig. 10.3 Variation of the oxygen concentration within crevices on a Cr-containing stainless steel. Redrawn from [3]

The second effect (which is more important) is that the limiting current density iL for O2 reduction
within the crevice is decreased relative to that for the bulk solution. This is because the concentration
C of dissolved O2 decreases within the crevice, so that iL decreases according to

|iL| = nFDC

δ
(2)

Figure 10.4 shows schematic Evans polarization curves which illustrate these effects. The corro-
sion potential for creviced metal becomes more positive with time as oxygen is depleted within the
crevice. The differences in electrode potential between open and crevice metal may amount to only
tens of millivolts. Figure 10.5 shows that there is only a 25 mV difference in the electrode potential
between open iron and iron in crevices in 0.6 M NaCl [4]. But this difference is enough to initiate
corrosion within the crevice.

Figure 10.5 also shows that the electrode potential for metal within the crevice becomes more
negative with time before leveling off, as depicted in Fig. 10.4.

Figure 10.6 shows experimental cathodic polarization curves obtained in 0.06 M NaCl for iron in
crevices as well as for iron open to the bulk electrolyte [4]. The polarization curves for the iron in
crevices were obtained using the corrosion cell shown in Fig. 10.7 which featured a glass disc which
could be adjusted to provide a desired crevice height. Figure 10.6 shows that the limiting cathodic
density is less for the creviced iron than for open iron. In fact, the limiting cathodic rate is suppressed
to a constant value for crevice heights between 0.13 and 0.50 mm. The crevice height of 0.50 mm
is significant because it is approximately the thickness of the oxygen diffusion layer near the metal
surface. The thickness δ of the diffusion layer is given by Eq. (2) and was calculated in Chapter 8 to
be 0.65 mm for iron in NaCl solutions. Thus, when the crevice height is comparable to the thickness
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Fig. 10.7 A crevice corrosion electrochemical cell [4]. The micrometer assembly used to set the crevice height is not
shown. Reproduced by permission of ECS – The Electrochemical Society
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of the oxygen diffusion layer, diffusion of oxygen into the crevice is impeded, and the rate of oxygen
reduction is decreased.

Figure 10.8 shows hypothetical Evans diagrams for iron in a crevice coupled to an open iron
electrode. As seen in Fig. 10.8, if the iron within the crevice were not coupled to external open iron
(an “isolated crevice”) then the corrosion rate would be given by icorr,1 (the value for the limiting
cathodic current density for oxygen reduction within the crevice). However, when the crevice iron is
coupled to external iron, the initial corrosion rate is given by the larger value icorr,2 (the value for the
limiting cathodic current density for oxygen reduction on open external iron). And thus, corrosion is
initiated in the crevice.

Propagation of Crevice Corrosion

Crevice corrosion propagates by changes in the electrolyte composition within the crevice. In partic-
ular, the crevice electrolyte will become acidic in nature and will also contain concentrated amounts
of cations discharged from the metal or alloy. In chloride solutions, the internal electrolyte within
the crevice will also become concentrated in chloride ions. This internal electrolyte is sufficiently
aggressive to break down the passive film on the metal.

These changes in the composition of the crevice electrolyte occur because of the narrow geomet-
rical character of the crevice, which allows only restricted exchange between the crevice and bulk
electrolytes. For instance, Fe2+ ions which are formed within a crevice on iron do not easily diffuse
out of the crevice due to the crevice geometry. Thus, these ions accumulate within the crevice and
hydrolyze (react with water) to produce hydrogen ions, as follows:
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Fe→ Fe2+ + 2e− (3)

Fe2+ + H2O→ FeOH+ + H+ (4)

Fe2+ + 2H2O→ Fe(OH)2 + 2H+ (5)

The degree of acidity depends on the identity of the dissolved cation. For Eq. (4)

Kh = [H+]2

[Fe2+]
(6)

where Kh is the hydrolysis constant. From thermodynamic data compiled by Peterson [5], Eq. (6)
can be written as follows:

pH = 4.75 − 1

2
log [Fe2+] (7)

so if the concentration of dissolved Fe2+ ions within the crevice is 1 M, the internal crevice electrolyte
is 4.75; see Table 10.1. Thus, a local internal pocket of acidity develops within the active crevice even
though the external electrolyte has a neutral pH of 7.

Table 10.1 Expressions for the pH of various crevice hydrolysis reactions [5, 8]

Reaction Equilibrium pH pH of 1 M solution

Fe2+ + H2O→ FeOH+ + H+ pH = 4.75 − 0.500 log [Fe2+] 4.75
Fe2+ + 2H2O→ Fe(OH)2 + 2H+ pH = 6.64 − 0.500 log [Fe2+] 6.64
Fe3+ + 3H2O→ Fe(OH)3 + 3H+ pH = 1.61 − 0.333 log [Fe3+] 1.61
Cr2+ + 2H2O→ Cr(OH)2 + 2H+ pH = 5.50 − 0.500 log [Cr2+] 5.50
Cr3+ + 3H2O→ Cr(OH)3 + 3H+ pH = 1.60 − 0.333 log [Cr3+] 1.60
Ni2+ + 2H2O→ Ni(OH)2 + 2H+ pH = 6.09 − 0.500 log [Ni2+] 6.09
Al3+ + H2O→ Al(OH)2+ + H+ pH = 2.43 − 0.500 log [Al3+] 2.43

Experimentally measured values for the pH of crevice electrolytes on iron have ranged from
3.1–4.7 to 5.5 [4, 6, 7], in nominal agreement with the value of 4.75 calculated from Eq. (7).

As shown in Table 10.1, an even lower pH is expected within a crevice on chromium. This has
been verified experimentally by the work of Bogar and Fujii [7], who showed that the pH within
crevices on Fe−Cr alloys decreased with increasing Cr content until a constant pH of approximately
2.0 was attained, as shown in Fig. 10.9. Peterson et al. [5] measured the internal pH to be 1.2–2.0 on
Type 304 stainless steel in crevices.

Example 10.1: Chromium contained within a crevice of 0.5 cm2 area and 0.2 mm in height corrodes
at the rate of 1 μA/cm2. What is the pH within the crevice after 10 days if Cr corrodes as Cr3+,
and Cr3+ ions hydrolyze to form Cr(OH)3? Assume that all Cr3+ ions produced by crevice corrosion
remain within the crevice.

Solution: The amount of Cr3+ ions produced is given by
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(
1.0× 10−6 A

cm2

)
(0.5 cm2) (10 day)

(
24h

day

)(
3600 s

h

)
=0.432 C

(0.432 C)

(
1 equiv

96,500 C

)(
1 mol Cr3+

3 equiv

)
= 1.49× 10−6 mol Cr3+

The volume of the crevice is

(0.5 cm2)(2× 10−2 cm) = 1.0× 10−2cm2

The concentration of Cr3+ within the crevice is

[Cr3+] =
(

1.49× 10−6 mol

1.0× 10−2 cm3

)(
1000 cm3

L

)
= 0.149 M

Then, from Table 10.1, the pH due to hydrolysis to Cr(OH)3 is

pH = 1.60− 0.333 log [Cl3+]

or

pH = 1.60− 0.333 log (0.149) = 1.9

With the accumulation of H+ ions and metallic cations within an active crevice, Cl− ions then migrate
from the bulk electrolyte to the crevice electrolyte in order to maintain charge neutrality within the
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Fig. 10.10 Schematic illustration of the propagation stage of crevice corrosion of iron

crevice solution. The presence of increased chloride levels (3–12 M) within corroding crevices has
been determined experimentally for artificial crevices on various stainless steel alloys [9, 10].

Thus, the propagation stage of crevice corrosion involves the formation of a highly corrosive
internal electrolyte which is acidic and also concentrated in chloride ions and dissolved cations of
the metal or alloy, as shown in Fig. 10.10 [11]. The initiation stage of crevice corrosion can be
quite prolonged (months to years), but propagation may proceed rapidly due to the highly corrosive
crevice environment which is formed.

Crevice Corrosion Testing

Crevice corrosion can be studied using a variety of experimental test setups. To screen or test various
alloys for their susceptibility to crevice corrosion, metal samples can be situated beneath flat crevice
formers made of plastic or fluorocarbon. The crevice can also be formed under a compressed rubber
gasket. Metals in the form of pipes or tubing can be equipped with tight-fitting polymer sleeves to
form a crevice. A crevice test assembly has been used in which a serrated fluorocarbon washer con-
taining multiple grooves is compressed against a metal surface to provide multiple crevices on the
same metal specimen [12]. Martin and co-workers [1] have developed a crevice test assembly con-
sisting of a VitonTM gasket and an acrylic test assembly which is capable of providing a reproducible
crevice tightness by controlling the compression of the gasket against the metal surface.

In these types of testing, there is often a variability between replicate samples as to the occurrence
of crevice corrosion on a given alloy. In multiple crevice assemblies, for instance, not all crevice
locations may show crevice corrosion, but the number of sites showing attack in a given time is an
indication of the susceptibility (or resistance) to initiation, and the depth of attack gives the rate of
propagation.

The tests described above are useful for alloy testing and development, but provide no information
on the mechanism of crevice corrosion. In order to apply electrochemical techniques, a split electrode
must be used in which the metal in the crevice is physically separated (but electrically connected)
to the open metal outside the crevice. A typical arrangement, sometimes called a “remote crevice
assembly,” has been given in Fig. 10.7. By short circuiting the internal (crevice) electrode to the
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external (open) electrode, the crevice corrosion current can be measured as a function of time for
various parameters, such as crevice dimensions, alloy composition, and electrolyte concentration.

As an example, Fig. 10.11 shows the behavior of iron in a crevice in an aqueous solution of
0.6 M NaCl containing various amounts of chromate inhibitor [13]. The crevice was formed with
the crevice electrolyte in place so as to eliminate the problem of diffusion of chromate inhibitor from
the bulk solution into the crevice electrolyte. For a fixed chloride concentration in the electrolyte,
increasing concentrations of chromate decrease the crevice corrosion rate, as shown in Fig. 10.11.
For a given chloride concentration, crevice corrosion can be inhibited by using an appropriate
minimum amount of CrO4

−2 inhibitor, as shown in Fig. 10.11 and Table 10.2.
The propagation stage of crevice corrosion can be studied by using electrolytes which approx-

imate the concentrated acid chloride solutions found within corroding crevices. For example, the

Table 10.2 Minimum concentration of chromate required to inhibit crevice corrosion of iron in chloride solutions
[13]. Area of internal crevice iron = 7.9 cm2, area of external open iron ≈ 50 cm2, crevice height = 0.25 mm

Concentration of Cl− (M)
Minimum concentration of
CrO4

2− required (M)

2.0 × 10−4 1.0 × 10−3

1.0 × 10−3 3.0 × 10−3

0.01 0.01
0.1 0.03
0.6 0.1
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ASTM Test Method G48 for crevice corrosion consists of forming crevices on specimens with a
fluorocarbon block and measuring the metal weight loss in a 6 wt% ferric chloride (FeCl3) solution
after 72 h immersion [14]. Although FeCl3 solutions provide an extremely aggressive electrolyte, it
should be noted that active crevices on iron have been found to contain Fe2+ ions rather than Fe3+

ions [5].
The ferric chloride solution, however, simulates (perhaps incorrectly) the crevice electrolytes

found within propagating crevices only on iron or plain carbon steels. For Fe−Cr stainless steels,
for example, the test electrolyte should contain both FeCl3 and CrCl3. For studying the propagation
of crevice corrosion on aluminum or its alloys, the test solution should be a concentrated solution
of AlCl3. (The pH of a 0.5 M solution of AlCl3 is 2.5 [15]). In general, the test solution for the
propagation of crevice corrosion for a given alloy should contain chlorides of each of the cations
expected to be present within the corroding crevice.

Table 10.3 shows the chemical analysis of internal electrolytes formed within crevices on alloy
625 or alloy C-276 after immersion in natural seawater for 160–170 days [16]. (The crevice elec-
trolytes were analyzed by thin-layer chromatography.) As shown in Table 10.3, as a result of crevice
corrosion, the crevice electrolyte contained dissolved cations of each of the major alloying elements
for each of the alloys. Experimental anodic polarization curves determined for each alloy in synthetic
crevice solutions similar to those in 10.3 have shown extensive active dissolution, thus confirming
that the alloys are subject to crevice corrosion propagation [16, 17].

Table 10.3 Composition of Cr−Ni−Mo alloys and of crevice electrolytes formed in natural seawater after immersion
for 160–170 days [16]

Nominal composition of alloy in weight percent
Cr Ni Mo Fe

Alloy 625 22 60 8−10 5
Alloy C-276 15 57 16 6

Composition of electrolyte in crevices in natural seawater [16]
Cr3+ Ni2+ Mo3+ Fe2+ pH

Alloy 625 0.5 M 0.6−1.2 M 0.008 M 0.06–0.12 M ∼–1.0a

Alloy C-276 1.5 M 5.6 M 0.002 M 0.5 M ∼–1.0a

aMeasured in separate experiments using synthetic crevice electrolytes.

Area Effects in Crevice Corrosion

The rate of crevice corrosion increases with an increase in the area of open metal outside the crevice.
An example is given in Fig. 10.12 for crevices on a 17% Cr stainless steel immersed in seawater
[18]. As the area of the external (open) metal increases, the total current for oxygen reduction also
increases. Thus, the polarization curve for the limiting cathodic current density for oxygen reduction
intersects the anodic polarization curve of the creviced metal (in the propagating electrolyte) at
increasingly higher values of current, as shown in Fig. 10.13. With the area of the internal creviced
metal being constant from case to case, the corrosion current density for the metal within the crevice
increases linearly, as shown in Fig. 10.12.
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Protection Against Crevice Corrosion

Passive metals or alloys are particularly susceptible to crevice corrosion, because these metals
depend on their passive oxide films for protection, but these passive films can be destroyed locally
by the acidic conditions which develop within propagating crevices.

Crevice corrosion can be prevented or minimized by several protective measures. These include
the following:
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(1) Use of corrosion inhibitors, such as chromates, dichromates, nitrites, or phosphates.
(2) Cathodic protection (using anodes located outside the crevice). Lennox and Peterson [19]

have shown that it is possible to cathodically protect deep crevices on stainless steel or cop-
per. Figure 10.14 shows experimental data for stainless steel in 0.6 M NaCl. After 50–70 h
of cathodic protection, the electrode potential and pH for stainless steel at a location 35 in.
(13.8 cm) inside the crevice were –948 mV vs. SCE and 11.4, respectively, showing that deep
crevices can be protected. Similar results were obtained when the initial pH within the crevice
was 1.9, showing that cathodic protection is effective even after crevice corrosion has been
initiated. Similar results were obtained for copper in crevices.

(3) Design considerations to minimize the existence of crevices. For example, Fig. 10.15 shows that
the use of continuous welds is preferred over intermittent welds in order to prevent the occur-
rence of multiple crevices [20]. Figure 10.16 shows that a discharge valve can be re-designed to
prevent crevice corrosion under deposits [8].

(4) Materials selection: titanium and its alloys and Mo-containing alloys such as alloy 625 or alloy
C-276 are more resistant to crevice corrosion (at ambient temperatures) than conventional stain-
less steels. The presence of nitrogen is also beneficial to crevice corrosion resistance in alloys
which contain molybdenum [21].

Example 10.2: Why does the internal pH within a crevice increase within a crevice when the crevice
is being cathodically protected, as in the work of Lennox and Peterson [19]?

Solution: The principal reaction within the cathodically protected crevice is the reduction of oxygen:

O2 + 2 H2O+ 4e− → 4 OH−
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Fig. 10.16 Discharge valves can be re-designed as in (b) to prevent crevice corrosion under deposits [8]. Reproduced
by permission of © NACE International (1974)

The product of this reaction, hydroxyl ions (OH−), accumulates within the narrow confines of the
crevice, so that the crevice electrolyte becomes more alkaline. Thus, the pH increases.

Pitting

Pitting is a form of localized corrosion in which the attack is confined to a small fixed area of the
metal surface. Pitting occurs due to localized breakdown of a passive film, usually by chloride ions.
Figure 10.17 shows a cross section of a corrosion pit formed on Al alloy 6061 (Al-1% Mg) in 0.1 M
NaCl by anodic polarization [22].

Pitting is a dangerous form of corrosion attack for several reasons. Pits can result in the perforation
of a metal component while the rest of the metal piece remains unattacked. In the presence of an
applied stress, pits can serve as sites to initiate stress-corrosion cracking, another catastrophic form
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Fig. 10.17 Cross-sectional view of a corrosion pit on Al 6061 formed by anodic polarization in 0.1 M NaCl [22].
Reproduced by permission of © NACE International (1990)

of corrosion attack. Finally, the presence of pits can be difficult to detect if they are covered with
corrosion products.

Pits can require a long time to appear in actual service (months to years), so that their absence
in the short term is not a certainty that the metal or alloy is immune to pitting. All passive metals
are subject to pitting corrosion, although most experimental studies have involved stainless steels
(and their alloying components), aluminum, and copper. Pitting is caused by the presence of an
“aggressive” anion in the electrolyte, usually Cl− ions, but pitting of various metals or alloys has
also occurred in the presence of other anions, including Br−, I−, SO4

2−, or NO3
−. A more complete

list of ions which cause pitting attack has been given elsewhere [23].
The chloride ion has a special importance in piitting corrosion for several reasons. First of all,

Cl− ions are ubiquitous, being constituents of seawater, brackish waters, de-icing salts, and airborne
salts. In addition, chlorides are found in the human body, so they can cause the pitting of biomedical
implants. Chlorides are also common contaminants in various electronic systems due to handling
and processing. The chloride ion is a strong Lewis base (electron donor) and tends to interact with
Lewis acids (electron acceptors), such as metal cations. In addition, the chloride ion is a relatively
small anion and has a high diffusivity.

Critical Pitting Potential

The tendency of a metal or alloy to undergo pitting is characterized by its critical pitting potential,
as illustrated in Fig. 10.18. In the absence of chloride ions, the metal retains its passivity up to
the electrode potential of oxygen evolution. However, in the presence of chloride ions, the passive
film suffers localized attack, and pitting initiates at a well-defined potential called the critical pitting
potential (or, usually just the pitting potential). (The critical pitting potential is also sometimes called
the breakthrough potential, breakdown potential, or rupture potential). Once corrosion pits initiate,
they usually propagate rapidly, as shown by the sharp rise in current density at electrode potentials
just beyond the critical pitting potential.

An experimentally determined polarization curve for the pitting of type 304 stainless steel is
shown in Fig. 10.19 [24]. In the absence of chlorides, the stainless steel remains passive up to the
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potential of oxygen evolution (about +1.2 V vs. SHE.) but in the 0.1 M NaCl solution, pitting occurs
at +0.35 V vs. SHE (the pitting potential).

The critical pitting potential, Epit, is a characteristic property of a given metal or alloy, although
the value of Epit for a given metal depends on the chloride concentration. For a given chloride
concentration, the more positive the critical pitting potential, the more resistant the metal or alloy to
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Table 10.4 Critical pitting potentials, Epit, in 0.1 M NaCl for various metals and alloys

Metal or alloya Epit in V vs. SCE Source

Zinc −1.02 Alvarez and Galvele [94]
Aluminum −0.70 Natishan et al. [95]
Al alloy 5656 (Al-5 Mg) −0.68 Trzaskoma et al. [96]
Iron −0.41 Strehblow and Titze [97], Alvarez and Galvele [98]
M-50 steel (Fe-4 Cr-5 Mo-1 V) −0.23 Wang et al. [99]
Copper −0.04 Thomas and Tiller [100]
Molybdenum +0.055 Wang et al. [99]
Nickel +0.08 Strehblow and Titze [97]
Chromium +0.125 Wang et al. [99]
Zirconium +0.22 Cragnolino and Galvele [101]
304 stainless steel +0.30 McCafferty and Moore [62]
316 stainless steel +0.50 McCafferty and Moore [62]
Titanium > +1.0b Dugdale and Cotton [102]

aThe resistance to pit initiation increases down this table.
bThis value refers to dielectric breakdown of the oxide film rather than to pitting.

pit initiation. Table 10.4 lists critical pitting potentials for various metals and alloys in 0.1 M NaCl.
In each case, the significance of the pitting potential is that

• below Epit, pitting does not occur,
• above Epit, corrosion pits initiate and propagate.

The resistance to pit initiation decreases down Table 10.4. However, the characteristic pitting
potential is not the only parameter which should be used to assess the resistance to pitting attack.
Other important parameters are the density of pits (number per unit area) and their propagation rate,
which will determine the depths of pits and, accordingly, the lifetime of the structure.

Practical support for the existence of a critical pitting potential has been provided by long-term
immersion tests in natural seawater of a series of 19 different aluminum alloys (having various heat
treatments as well) [25]. The electrode potential of each alloy was monitored over a 1-year immer-
sion period, after which the alloys were removed from seawater, the corrosion products removed,
and the depth of attack measured. As can be seen in Table 10.5, aluminum alloys which maintained
electrode potentials below (more negative) than −0.89 V vs. Ag/AgCl displayed little or no pitting
attack. Thus, the value of −0.89 V vs. Ag/AgCl can be taken to be the pitting potential of aluminum
alloys in natural seawater.

Experimental Determination of Pitting Potentials

Critical pitting potentials are usually determined from steady-state anodic polarization curves. The
most reliable approach is to use a potentiostatic technique in which a constant potential is applied,
and the current is recorded as a function of time, as shown schematically in Fig. 10.20. At elec-
trode potentials below the pitting potential, the current decays to a constant value. But at the pitting
potential and above, the current increases with time as corrosion pits initiate and grow. At potentials
sufficiently beyond the pitting potential, the anodic current sometimes increases to a limiting value.
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Table 10.5 Corrosion behavior of various aluminum alloys in seawater after 1-year immersion [25]

Alloy designationa E vs. Ag/AgCl Depth of attack in mils

Epit

Pitting 

No pitting 

5257-H25 −1.24 <1
5154-H38 −1.05 1−4
X7005-T63
Alc. X7002-T6
5052-H34
5052-H32

−1.01 to −1.02 <1
1−4
1−4
<1

5456-H321
5086-H32
5086-H34
Alc. 7178-T6

−0.96 to −0.98 <1
<1
<1
1−4

7106-T63
6061-T651
5086-H112
5050-H34
1100-H14
5083-O

−0.92 to −0.94 <1
<1
<1
1−4
1−4
<1

1100-F
3000-H14
6061-T6

−0.88 to −0.89 5−10
11−20
5−10

7178-T6
X7002-T6
7075-T7351
7079-T6
2014-T6

−0.73 to −0.79 25−40
5−10
11−20
11−20
5−10

2024-T351
2219-T87

−0.69 to −0.70 25−40

a Alloy 1100 is commercially pure aluminum. The other alloys have the following principal additions: 2000 series,
Cu; 3000 series, Mn; 5000 series, Mg; 6000 series, Mg and Si; 7000 series, Zn. The amount of the alloy addition
is generally 3–5 wt.%.
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Fig. 10.20 Schematic illustration of experimental current–time curves obtained by the potential step method in the
measurement of the critical pitting potential. Below the pitting potential, the current decays with time in response
to a potential step. But at and above the pitting potential, when pits initiate and grow, the current increases with
time
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This is because the current within the propagating pit becomes diffusion-limited due to the formation
of a concentrated solution within the pit, as is discussed later.

Pitting potentials have also been determined by anodic sweep (potentiodynamic) measurements,
but the measured value for Epit usually depends on the sweep rate. This is caused by not allowing
sufficient time at each electrode potential for pit initiation events to transpire.

In addition to the sweep rate, the critical pitting potential also depends on the surface finish of the
metal. (Rough surfaces present more initiation sites and generally have lower values of Epit than for
smooth surfaces.) The pitting potential does not seem to depend on the oxide film thickness [26].

Effect of Chloride Ions on the Pitting Potential

Chloride ions (among others) cause pitting to occur. The critical pitting potential decreases (is less
positive) as the chloride concentration increases. Said differently, for a dilute chloride solution, it is
necessary to drive the electrode potential farther in the positive direction to cause pitting to occur.
Figure 10.21 shows the effect of chloride concentration on the pitting potential of type 304 stainless
steel [24] and aluminum [27]. In each case, the critical pitting potential, Epit, is a linear function of
the logarithm of the chloride ion concentration:

Epit = a+ b log [Cl−] (8)

where a and b are constants.

-0.6

-0.4

-0.2

0.0

0.2

0.4

0.01 0.1 1

P
itt

in
g 

P
ot

en
tia

l i
n 

V
 v

s.
 S

.H
.E

.

Cl- Activity in M/L

Aluminum

304 Stainless Steel

Fig. 10.21 Effect of chloride concentration (activity) on the pitting potential of aluminum and type 304 stainless steel
[24, 27]. Reproduced by permission of ECS – The Electrochemical Society
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Effect of Inhibitors on the Pitting Potential

The addition of a corrosion inhibitor to a solution increases the pitting potential. Figure 10.22 shows
that sulfate additions to a 0.1 M NaCl solution raise the pitting potential of type 304 stainless steel
[24]. More about the action of corrosion inhibitors is given in Chapter 12.
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Fig. 10.22 Effect of sulfate additions on the pitting potential of type 304 stainless steel in 0.1 M NaCl solutions.
Redrawn from [24] by permission of ECS – The Electrochemical Society

Mechanism of Pit Initiation

Like crevice corrosion, pitting corrosion may be divided into initiation and propagation stages. We
will consider the initiation stage to include both the breakdown of the passive film and the onset
of an anodic current at the metal surface. The exact mechanism of pit initiation is not known with
great certainty, but it is generally understood [23, 28–30] that three main mechanisms are possible.
These are (i) the penetration mechanism, (ii) the film thinning mechanism (also referred to as the
adsorption mechanism), and (iii) the film rupture mechanism.

In the penetration mechanism, aggressive anions are transported through the oxide film to the
underlying metal surface where they participate in localized dissolution at the metal/oxide interface.
This mechanism is depicted schematically in Fig. 10.23. There is recent evidence from X-ray pho-
toelectron spectroscopy and X-ray absorption spectroscopy that Cl− ions penetrate passive films on
both stainless steel and aluminum [31, 32]. More details on chloride penetration are given in a later
section on the pitting of aluminum. The mechanism by which Cl− ions penetrate the oxide film is
not completely understood, but the radius of the Cl− ion is only slightly larger than that of an oxide
ion (1.81 vs. 1.40 Å, respectively), so that Cl− migration through oxygen vacancies is a possible
mechanism of chloride entry into the passive film [33].
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Macdonald and co-workers [33] have developed a point defect model for the breakdown of pas-
sivity involving the action of vacancies within the passive film. It is assumed that cation vacancies
migrate from the oxide/electrolyte interface inward (as shown in Fig. 10.24), which is equivalent
to the migration of cations outward from the metal to the solution. If the cation vacancies accumu-
late at the metal/oxide interface, the resulting voids which form due to vacancy condensation lead
to stresses within the passive film and to pit initiation. In addition, Cl− ions are carried inward by
migration through oxygen vacancies so as to assist in localized dissolution at the metal substrate.

An alternate mechanism of Cl− transport has been proposed by Bockris and co-workers [34, 35]
who have suggested that chloride ions migrate through localized water channels in the hydrous oxide
film.
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Because pitting can also be caused by ions which are larger in size than the Cl− ion (e.g., Br−
or I−), additional mechanisms of initiation must be considered which would apply not only to Cl−
ions but also to other aggressive anions as well. In the film thinning mechanism, the aggressive ions
(chloride or others) first adsorb on the oxide surface (perhaps in clusters) and then form surface
complexes with the oxide film which lead to local dissolution and thinning of the passive film,
as shown schematically in Fig. 10.25. Nguyen and Foley [36] have shown that aluminum oxide
dissolves to some extent in the presence of sodium chloride solutions. Yu et al. [37] using XPS
recently showed that the oxide film thickness on aluminum in 0.1 M NaCl remained essentially
invariant at electrode potentials leading up to the pitting potential, but then the passive film displayed
thinning at−0.750 V (i.e., 0.050 V before the pitting potential). XPS measurements have shown that
F−, Cl−, Br−, and I−, ions all cause thinning of the passive film on iron [38].

In the film rupture mechanism (Fig. 10.26), chloride ions penetrate the oxide through cracks or
flaws in the film. In addition to pre-existing defects in the oxide film, flaws may further develop
by hydration/dehydration events in the oxide film and by the intrusion of Cl− ions into the film.
According to Sato [39], the presence of a high electric field in the oxide can lead to an electrome-
chanical breakdown of the passive film. It should be noted that pre-existing flaws cannot extend
down to the underlying metal substrate because the metal would quickly react with water molecules
in the electrolyte and would re-oxidize. Then, chloride ions must penetrate the re-formed oxide film
by mechanisms discussed above.

Passive films can also be ruptured or disrupted due to metallurgical variables, such as grain bound-
aries, impurity atoms, and inclusions. The role of sulfide inclusions in the pitting of stainless steels
is discussed later in this chapter.
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These three mechanisms of pit initiation (chloride penetration, film thinning, and film rupture)
are not necessarily mutually exclusive. For example, when Cl− ions are transported through oxygen
vacancies, there may also be concomitant oxide film dissolution because atoms surrounding vacancy
defects are expected to be less bonded to the bulk oxide [40]. Yu et al. [37] have shown evidence for
both chloride penetration and film thinning for the pitting of aluminum in chloride solutions. More
details on these three mechanisms of pit initiation are given elsewhere [29].

Mechanism of Pit Propagation

The mechanism of pit propagation is similar to that for the propagation of crevice corrosion, as
illustrated in Fig. 10.27 [41]. When the corrosion pit has been initiated, the corresponding local
current density is very high because the current is confined to a small active geometrical area, with

Fe+2 + 2 H2O FeOH+ + H+

or,   Fe+2 + 2 H2O Fe(OH)2 + 2 H+

Fe+2

Fe+2

Fe+2

H+

H+H+

Cl-

Cl-

Passive oxide film

Porous cap of
corrosion products 

Passive oxide film

IronIron

Tens to hundreds
of microns 

Fe

Fe
Fe

Fig. 10.27 Schematic representation of the propagation stage of pitting. Note the similarity to Fig. 10.10
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the oxide film adjacent to the pit remaining passive and unattacked. As the pit grows, its volume
increases, but dissolved metal cations are confined within the pit and do not diffuse out into the bulk
electrolyte due to the confinement of a restricted geometry or a cap of porous corrosion products,
which exists in some cases. As a result, accumulated metal cations undergo hydrolysis, as in the case
of crevice corrosion, and a local acidity develops within the pit. Finally, the accumulation of H+ ions
and cations within an active pit, Cl− ions migrate from the bulk electrolyte to the crevice electrolyte
in order to maintain charge neutrality within the pit solution.

One of the earliest pieces of experimental evidence which showed that corrosion pits are acidified
was provided by Butler et al. [42], who scanned across a corrosion pit on iron using small diameter
(5–25 μm) antimony/antimony oxide pH electrodes. Their results given in Fig. 10.28 show that the
interior of a corrosion pit is acidified and that the pH adjacent to the pit becomes alkaline because the
cathodic reaction (reduction of O2 to OH−) occurs on the passive surface outside the pit. Butler et al.
also measured electrode potentials across the same pit using a Ag/AgCl micro-electrode. Results
given in Fig. 10.28 also show that the electrode potential above the pit is more active (more negative)
than above the areas adjacent to the pit.

Thus, the propagation stage of pitting, like that of crevice corrosion, involves the formation of
a highly corrosive internal electrolyte which is acidic and concentrated in chloride ions and in dis-
solved cations of the metal or alloy. When the corrosive pit electrolyte has been formed, pitting
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is considered to be autocatalytic in nature. That is, the local conditions which have developed are
capable of sustaining further pit growth.

Protection Potential

The concept of a protection potential against pitting arose from cyclic anodic polarization curves in
which the scan direction was changed at anodic potentials beyond the pitting potential. As shown
in Fig. 10.29, when the scan direction is changed, the current density decreases with decreasing
electrode potential until the reverse curve crosses the forward curve in the region of passivity.
The electrode potential at this intersection is called the protection potential, Eprot. The significance
attached to the protection potential is that at this potential, the growth of active pits is diminished or
possibly stopped (because the passive current density has been regained).

E

log |i|

More +

Epit

Eprot

Hysteresis
loop

Pitting will not
initiate or propagate

Pitting initiates 
and propagates

Pitting does not initiate
but propagates if initiated
at higher potentials 

Fig. 10.29 Schematic illustration of the pitting potential Epit and the protection potential Eprot. The arrows show the
direction of polarization

Wilde and Williams [43] investigated this concept for various alloys which had been immersed
under crevices in natural seawater for 4.25 years. Cyclic anodic polarization curves were also
determined in 3.5% NaCl solutions for open samples cut from the same specimens previously
immersed in seawater for the 4.25 years of exposure period. Figure 10.30 lists the conditions used in
measurement of the electrochemical polarization curves for the open samples. For each alloy, Wilde
and Williams [43] determined the pitting potential, Epit, from the forward sweep of the anodic polar-
ization curve and the protection potential, Eprot, from the reverse sweep of the anodic polarization
curve.

As shown in Fig. 10.30, the amount of hysteresis for the open samples, as measured by the
difference (Epit – Eprot), correlates with the amount of crevice corrosion (the “first cousin” to pitting
corrosion). That is the less the hysteresis in the cyclic polarization curve, the less the amount of
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crevice corrosion observed in the actual seawater immersion test. At first glance, then, the use of the
protection potential is useful as an indicator of corrosion behavior.

However, Wilde and Williams [43] also established that the measured protection potential
depends on the experimental conditions used in its determination. That is, once the electrode poten-
tial has exceeded Epit, corrosion pits initiate and then propagate with concomitant acid hydrolysis,
buildup of corrosion products, and increase in chloride ion concentration within the pit. When the
sweep is reversed, the propagation processes which are potential dependent decrease until the rate
of propagation becomes zero at the passive current density. Thus, the electrode potential for this
occurrence, i.e., Eprot, should depend on the amount of propagation which has taken place within the
pit. This was found to be the case for type 430 and 304 stainless steels, as shown in Fig. 10.31. Thus,
the protection potential should not be regarded as a material property, although it can be used (with
caution) in ranking various alloys as to their pitting behavior.

Pessall and Liu [44] introduced a technique to measure pitting potentials by scribing through the
passive film and then observing its ability to re-form following mechanical rupture of the oxide film.
The electrode potentials for the repair of oxide films on various Fe-Cr alloys, as determined by this
scratch test, were approximately 100 mV more negative than the critical pitting potential determined
by the conventional anodic polarization technique. These “scratch potentials” are now considered to
be associated with repassivation of the oxide film rather than with its initial chemical breakdown and
are a measure of the protection potential.
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Metastable Pits and Repassivation

The current–time traces shown schematically in Fig. 10.18 are idealized curves. At electrode poten-
tials below the pitting potential, the current–time curves often contain transient excursions as shown
in Fig. 10.32 [45]. These transients are due to metastable pits, i.e., pits that grow for a limited time
but are repassivated and stop growing. (The pitting potential marks the initiation of stable pits which
can grow and propagate.) Metastable pits have a limited lifetime because the concentrated acidic
chloride solution which promotes pit propagation has not yet developed within the metastable pit, so
that the metastable pit can be repassivated. Metastable pits are generally of micron size and have a
lifetime of the order of seconds or less [30].

The mechanism by which metastable pits repassivate is not known with certainty. It has been
suggested that salt films are formed at the base of metastable pits because the solubility product of
the metal salt is easily exceeded, and that these salt films provide protection from further pit growth
by limiting diffusion of dissolved cations out of the metastable pit [46]. The anodic behavior of
metals in the presence of concentrated electrolytes, including salt films, depends on the chloride ion
concentration, pH, and electrode potential. Because of the small size of corrosion pits, repassivation
processes have usually been studied using scaled-up artificial pits.

The importance of the internal pH has been shown by Jones and Wilde [47], who examined the
anodic behavior of type 304 stainless steel in concentrated chloride solutions. In 1 N CrCl3, the
stainless steel exhibited an “active/passive transition” similar to those discussed in Chapter 9, except
that the value of the current density at the nose of the anodic curve was of the order of 10 mA/cm2

and was much higher than values normally associated with passivity. In more concentrated CrCl3
solutions (which also were more acidic), the “active/passive” transition was absent and only active
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Fig. 10.32 Metastable pitting current transients observed for type 302 stainless steel in 0.1 M NaCl at +0.420 V vs.
SCE. Redrawn from [45] by permission of © NACE International (1987)

dissolution was observed. Similar results were observed for type 304 stainless steel in passing from
1 N NaCl (pH 1) (active/passive transition) to 1 M NaCl (pH 0) (active dissolution only).

Using artificial pits, type 304 stainless steel and Fe-Cr-Ni alloys were observed [48, 49] to
undergo active dissolution in simulated pit electrolytes. These simulated pit electrolytes were solu-
tions concentrated in H+ ions (i.e., were acidic) and were also concentrated in Cl− ions and cations
of the dissolving alloy.

The corrosion rate of pure (open) iron in concentrated acidic chloride solutions depends on both
the chloride ion and hydrogen ion concentrations [50], as shown in Fig. 10.33. For 1.0 M chloride
solutions, the open-circuit corrosion rate varied only slightly with increasing H+ concentration. But
the open-circuit corrosion rate increased as the chloride concentration increased (at a fixed H+ con-
centration). For a 6.0 M chloride solution, the open-circuit corrosion rate increased with increasing
acidity. This result shows the synergistic effect of H+ and Cl− ions in promoting corrosion in concen-
trated chloride solutions and suggests that pit growth in occluded concentrated electrolytes follows
a similar synergy.

In recent years, there has been increased interest in understanding the repassivation of metastable
pits, and this subject is an area of much current research.

Experimental Pourbaix Diagrams for Pitting

As discussed in Chapter 6, conventional Pourbaix diagrams do not consider localized corrosion by
chloride ions, and to do so, special experimental diagrams must be constructed. This construction
can now be done using the concepts of the pitting potential and the protection potential.

Figure 10.34 shows anodic polarization curves for iron in solutions of different pH but contain-
ing 10−2 M Cl− [51, 52]. The pitting potential and protection potential were first determined for
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each solution in which pitting occurs, and then this information was transferred onto a potential–pH
diagram to establish various regions of corrosion behavior. These regions are regimes of immunity,
general corrosion, perfect passivity, imperfect passivity, and pitting and are defined in Fig. 10.34.
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The condition of perfect passivity exists in the passive range below the protection potential where
pits do not nucleate or grow. The region of imperfect passivity lies between the protection potential
and the pitting potential and is a region where previously formed pits can grow before they are
repassivated at potentials at or below Eprot. The region of pitting exists above the pitting potential.

Thus, the experimental Pourbaix diagram for iron in Fig. 10.34 takes into account pitting cor-
rosion with regions now defined for pit initiation, growth, or repassivation. Such a diagram is
more useful for engineering alloys rather than for pure metals because the general and localized
corrosion behavior of complex alloys can be summarized in a convenient experimental Pourbaix
diagram (for a fixed concentration of chloride ions). Experimental Pourbaix diagrams taking into
account pitting corrosion have been determined for various alloys [53–56] and are similar to
Fig. 10.34.

Effect of Molybdenum on the Pitting of Stainless Steels

The addition of molybdenum to Fe-Cr alloys increases the pitting potential [57], as shown in
Fig. 10.35. The addition of Mo to alloys which contain Cr has already been noted to have a ben-
eficial effect on passivity, as noted in Chapter 9. The mechanism by which Mo promotes resistance
to localized breakdown of the passive film has been studied by various authors, and several mech-
anisms of increased resistance to pitting have been proposed [58]. These proposed mechanisms of
protection include the following:

(1) Active sites are covered with molybdenum oxyhydroxide or molybdate salts, thereby inhibiting
localized attack.

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0 1 2 3 4 5 6

P
itt

in
g 

P
ot

en
tia

l i
n 

V
 v

s.
 S

.C
.E

.

Weight Percent Molybdenum

18 % Cr

13 % Cr

1 M NaCl at 25oC 

Fig. 10.35 Effect of molybdenum on pitting potentials of 13% Cr and 18% Cr stainless steels in 1 M NaCl at 25◦C
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(2) Dissolution of Mo in the alloy produces molybdate ions, which then act as a corrosion inhibitor
near the metal surface.

(3) Mo6+ species in the passive film interact with cation vacancies of the opposite sign and reduce
the flux of cation vacancies to the metal substrate (depicted in Fig. 10.24).

(4) Molybdate ions act as a cation-selective outer layer in the passive film, as shown schematically
in Fig. 9.44, and thus hinder the transport of Cl− ions through the passive film.

(5) Mo interferes with the kinetics of active dissolution at the base of the developing pit.

The role of molybdenum on the improved pitting resistance of stainless steels is a topic of
continuing research.

Effect of Sulfide Inclusions on the Pitting of Stainless Steels

The integrity of the passive film on a metal or alloy can be affected by metallurgical variables in the
metal. These include compositional heterogeneities at grain boundaries and disruption of the passive
film by impurity atoms or inclusions. Sulfide inclusions, especially manganese sulfide (MnS), are
known to be pit initiation sites on stainless steels [59–61], although pitting also occurs on the metal
matrix itself and thus does not require the existence of sulfides.

Sulfur is present in stainless steels as an impurity (0.03% maximum) or as an intentional addi-
tive (approximately 0.3%) to aid in the machining of the metal [61]. The most common sulfide
which is formed in stainless steels is MnS, although other sulfide inclusions are also known to
exist. Figure 10.36 shows a scanning electron micrograph of a typical sulfide inclusion on type 304
stainless steel [62]. The approximate size of the inclusion is 10 μm in length.

It has long been postulated that such anodic dissolution of sulfide inclusions leads to an aggressive
electrolyte composition near the inclusion, so as to disrupt the passive film. Recent studies using a
scanning vibrating electrode (SVE) or nanometer-scale secondary ion mass spectrometry (SIMS)
have verified that pits initiate at the edge of the sulfide inclusion and that anodic zones exist around
the inclusion [63, 64]. Ryan et al. attribute the anodic zones to be due to an area around the MnS
particle which is depleted in chromium, and thus susceptible to localized attack [64]; see Fig. 10.36.
The MnS inclusion itself is unstable in the Cl−-rich acidic local environment which is established in
the propagating pit(s).

The pitting resistance of type 304 stainless steel can be improved by laser surface melting (see
Chapter 16). The effect of treating the surface with a high-power laser is to remove large-scale sulfide
inclusions during laser processing. The sulfides are melted and redistributed upon solidification into
a larger number of smaller particles [62] which are less disruptive to the passive film.

Effect of Temperature

The pitting potentials of type 304 and 316 stainless steels in an aqueous solution containing 200 mg/L
Cl− are given as a function of temperature in Fig. 10.37 [65]. It can be seen that at all temperatures,
the pitting potential of the Mo-containing 316 stainless steels is higher than that of type 304 stainless
steel. In addition, the pitting potential of each alloy decreases with increasing temperature.

Brigham [66] has developed the concept of a critical pitting temperature as a criterion to rate
the susceptibility of a series of alloys to pitting corrosion. A series of Mo-containing alloys was
immersed in 10% FeCl3 solutions held at a constant temperature, and the alloys were examined
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for signs of pitting after a 24 h exposure period. If no pitting was observed, the temperature was
increased, and this procedure was repeated until the first signs of pitting occurred at the “critical
pitting temperature” for that alloy. The higher the critical pitting temperature, the more resistant the
alloy to pitting Fig. 10.38 shows that the pitting resistance increases with the Mo content of the alloy
for a series of alloys having the nominal base composition Fe-18 Cr-20 Ni.

A similar set of tests was conducted in 10% FeCl3 solutions for specimens having crevices, and
a “critical crevice temperature” was determined, as also shown in Fig. 10.38. Again, increasing
amounts of Mo were beneficial. Figure 10.38 also shows that the critical crevice temperature is
lower than the critical pitting temperature. This is because severe conditions already exist within the
occluded crevice in the FeCl3 solution, but must develop within a corrosion pit on an open surface.

Protection Against Pitting

Corrosion control measures to prevent or minimize pitting include the following:

(1) Maintain the electrode potential below (more negative, i.e., less positive than) the critical pitting
potential.

(2) Add inhibitors to raise the critical pitting potential.
(3) Materials selection: metals and alloys which are resistant to crevice corrosion are also usually

resistant to pitting. The resistance to pitting corrosion increases in the order:

Fe-12% Cr < 304 stainless steel < 316 stainless steel < alloy C-276 < titanium.

The order of this series is due to progressive alloying changes, as shown in Fig. 10.39.
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Pitting of Aluminum

The purpose of this section is to give more details on the pitting corrosion of one particular metal.
Aluminum is subject to general corrosion in acidic and alkaline environments but is passive in solu-
tions of intermediate pH, as shown by the Pourbaix diagram in Fig. 6.1. However, in the presence
of chloride ions, the passive film on aluminum suffers localized breakdown, and pitting ensues. In
practice, aluminum is usually alloyed with various elements to improve its mechanical strength, and
these alloying additions result in the formation of intermetallic second-phase particles which can
also disrupt the passive film on the alloy surface. However, the pitting corrosion of pure aluminum is
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discussed here in order to illustrate the sequence of events that occurs from passive film breakdown
through pit initiation to pit propagation.

The steps involved in the pit initiation process involve (i) adsorption of chloride ions at the
oxide surface, (ii) penetration of the oxide film by chloride ions, and (iii) chloride-assisted disso-
lution which occurs beneath the oxide film at the metal/oxide interface [67]; see Fig. 10.40. The
propagation stage of pitting on aluminum produces blisters beneath the oxide film [68], due to con-
tinuing localized reactions within the pit which lead to a localized acidic environment. The blisters
subsequently rupture due to the formation of hydrogen gas in the corrosion pit.

The first step in the pitting process is adsorption of chloride ions onto the oxide-covered surface.
It is well known that the outermost surface of an oxide or an oxide film is covered with a layer of
hydroxyl groups, which results from the interaction of the outermost layer of the oxide film with the
aqueous solution. In the case of aluminum oxide films in nearly neutral solutions, these hydroxyl
groups interact with protons in solution to produce a positively charged surface, as is discussed
further in Chapter 16:

− AlOHsurf + H+(aq) � AlOH+2 surf
(9)

Thus, the adsorption of chloride anions on the oxide film occurs through the operation of attractive
coulombic forces between the positively charged oxide surface and the negatively charged Cl− ion.
There is considerable evidence that Cl− ions adsorb on the oxide film on aluminum [31, 34, 35, 37,
67], and additional work using a scanning chloride micro-electrode suggests that adsorption occurs
in clusters of Cl− ions on the oxide-covered 304 stainless steel surface [69].

Chloride ions next penetrate the oxide film, as has been shown by X-ray photoelectron spec-
troscopy (XPS). Figure 10.41 shows an XPS Cl 2p spectrum for an aluminum surface held below
the pitting potential [31]. Each Cl 2p spectrum is actually a doublet, and there are two distinct sets of
doublets. The lower binding energy doublet was removed by sputtering, indicating that this doublet
was characteristic of surface chloride. The higher binding energy doublet persisted after sputtering,
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Fig. 10.41 XPS spectra of chloride on aluminum for a sample polarized at −0.750 V vs. SCE [31]. (Top) Before
sputtering. (Bottom) After sputtering. Peaks 1 and 2 are 2p3/2−2p1/2 doublets, as are peaks 3 and 4. The fact that
the doublets 1 and 2 can be removed by sputtering shows that this doublet is due to surface chloride, while the
remaining doublet 3 and 4 is due to chloride in the bulk of the oxide film. Reproduced by permission of ECS − The
Electrochemical Society

so that the higher energy species is related to chloride contained within the interior of the oxide film.
Additional evidence for chloride entry into the oxide film on aluminum has been obtained using
X-ray absorption spectroscopy (XAS) [31, 37].

In addition, there is evidence from several studies using XPS or radiotracer techniques that the
total amount of chloride (surface plus bulk) increases with increasing electrode potential en route to
the pitting potential [31, 37, 67, 70]. Figure 10.42 shows that the uptake of chloride ion by the passive
film on aluminum increases up to the pitting potential [31]. At potentials above (more positive than)
the pitting potential, the amount of Cl− in the passive film decreases as chloride ions are expelled
from the ruptured pit [37, 70].

Thus, it is clear that chloride ions penetrate the oxide film on aluminum, although the exact
mechanism by which this occurs is not known with certainty. The various possibilities, which have
been mentioned earlier, include transport of chloride ions through the oxide film by way of oxygen
vacancies, transport of chloride ions through water channels in the film, localized film dissolution or
thinning, or penetration through cracks or flaws in the film.

The propagation of corrosion pits on aluminum occurs with the formation and rupture of blisters
at the aluminum/oxide interface [68, 71–73]. Figure 10.43 shows such blisters in several stages of
development. Figure 10.43(a) shows a blister in an early stage formed beneath the oxide film due to
electrochemical reactions which are occurring at the oxide/metal interface. Figure 10.43(b) shows a
blister with a surface crack. Figure 10.43(c) shows a blister in which corrosion has occurred along
its periphery due to changes in the local solution chemistry which occur due to acid hydrolysis
reactions. This blister also contains surface cracks due to the mounting pressure of hydrogen within
its interior. As propagation proceeds, and when the hydrogen pressure within the blister becomes
sufficiently large, the blister ruptures as shown in Fig. 10.43(d); and the corrosion pit is opened to
the bulk electrolyte.
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Fig. 10.42 XPS measurement of the uptake of Cl− by the passive film on aluminum as a function of electrode
potential [31]

Such blisters were first observed on aluminum by Bargeron and Givens [71, 72], who also found
the presence of chloride ions within blisters. Similar blisters have also been found on pits formed on
various aluminum alloys immersed in natural seawater [73].

A number of investigators have observed the evolution of gas from such localized corrosion cells
on aluminum and have determined that hydrogen is the gas which is evolved [74, 75]. This is con-
sistent with observations that the interior of corrosion pits on aluminum are locally acidic, as is
discussed below.

Occluded Corrosion Cells

Active crevices, corrosion pits, and stress-corrosion cracks each develop local internal acidities even
when the bulk electrolyte is neutral or alkaline. For all three forms of localized corrosion, a spe-
cial restrictive geometry “seals off” an active local corrosion cell by limiting the exchange of local
and bulk electrolytes. In pitting corrosion, a cap of porous corrosion products acts as the barrier;
within crevices and stress-corrosion cracks, the long narrow diffusion path limits the access to bulk
electrolyte; see Fig. 10.44.

Thus, the common features of restrictive geometry and local acidity have led to the point of view
that all three forms of localized corrosion are different geometric manifestations of the same general
phenomenon of “occluded cell corrosion” [76]; that is, corrosion pits are “microcrevices” or crevices
are “macropits”. (It should be remembered, however, that the mechanisms of initiation are different
for pitting and crevice corrosion.)

Brown [76] thus suggested that information gained in studying one form of localized corro-
sion can be validly transferred to other forms of localized attack, and that in addition, scaled-up
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(a)

(b)

Fig. 10.43 Progressive growth of oxide blisters on aluminum surface alloys prepared by ion implantation [68] (see
Chapter 16 for more on ion implantation). (a) Blister formation with no visible signs of cracks on the blister. (b)
Cracks are visible on the blister. (c) The blister is cracked and crystallographic etching is observed under the blister
around its periphery. (d) The blister is ruptured and is opened to the bulk electrolyte. Photographs courtesy of P. M.
Natishan and reproduced by permission of ECS – The Electrochemical Society

experimental models may be used to study the general phenomenon of occluded cell corrosion.
Figure 10.45 shows an example of an experimental device used to study occluded corrosion
cell [77].

Occluded Corrosion Cell (OCC) on Iron

M. Pourbaix [51, 52] has suggested that when pitting, crevice corrosion, or stress-corrosion cracking
occurs on iron in chloride solutions, the solution within the active cavities becomes saturated with
respect to ferrous chloride (FeCl2) and also contains magnetite (Fe3O4). The aqueous solution would
then exist in the presence of three solid phases-: FeCl2·4H2O, Fe3O4, and Fe. Pourbaix’s sketch of
a corrosion pit or stress-corrosion crack on iron is shown in Fig. 10.46. Based on this model for the
OCC on iron, the Pourbaix diagram for iron within an OCC is given in Fig. 10.47. The equilibrium
E and pH within the OCC are given at the “triple point” where FeCl2.4H2O, Fe3O4, and Fe co-exist.
The result is E = −0.368 V vs. SHE (−0.590 V vs. Ag/AgCl) and pH 4.8.
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Fig. 10.44 Schematic illustration showing geometric similarities between pitting, crevice corrosion, and stress-
corrosion cracking

These calculated results have been verified in various experimental studies, as shown in
Table 10.6. For iron in crevices in various CrO4

2−/Cl− solutions, the internal electrode potential
within an active crevice was always slightly more negative than −0.600 V vs. Ag/AgCl. Whenever
there was inhibition of crevice corrosion of iron, the crevice potential was always more positive than
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S.C.E.

Counter
electrode

Test electrode

Solution

Fig. 10.45 One type of experimental electrochemical cell used to study artificial pits. Redrawn from [77]. The sample
is a “lead-in-pencil” electrode prepared by mounting a 1 mm wire in a rod of epoxy to a depth of approximately 1 mm.
Reproduced by permission of Elsevier Ltd

Fig. 10.46 Pourbaix’s sketch of a corrosion pit or stress-corrosion crack on iron. Redrawn from [51, 52] by permission
of © NACE International (1974)

−0.600 V vs. Ag/AgCl [13]. Thus, as seen in Table 10.6, experimentally measured electrode poten-
tials within active crevices on iron agree with values calculated from thermodynamics or measured
in scaled-up-occluded corrosion cells.

Occluded Corrosion Cells on Copper and Aluminum

Figure 10.48 is a schematic drawing of a corrosion pit formed on copper in cold tap water [51, 52].
This pit contains a layer of green malachite, CuCO3 · Cu(OH)2, white crystals of cuprous chloride
(CuCl), and a loose deposit of red cuprous oxide, Cu2O. The solution at the bottom of the pit is in
contact with Cu, Cu2O, and CuCl. Pourbaix has calculated the thermodynamic conditions to be E =
+0.326 V vs. SHE and pH 2.45 [51, 52].

Using a scaled-up experimental OCC, the observed values for a pit interior were E = +0.265 V
vs. SHE and pH 3.5, in reasonable agreement with the thermodynamic model.

Descriptive models proposed for a corrosion pit on aluminum [51, 74, 78, 79] are similar to those
for iron and copper in that the model consists of a porous cap of corrosion products over the pit
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Table 10.6 Calculated and experimental conditions within an occluded corrosion cell on iron

Source E vs. Ag/AgCl pH

M. Pourbaix [51, 52, 78, 79]
Thermodynamic calculation
for Fe/Fe3O4/FeCl2. 4H2O

−0.59 4.8

Fujii [103]
Iron in scaled-up-occluded corrosion cell in a slurry of
Fe3O4 and saturated
FeCl2. 4H2O

−0.55 to −0.57 2.9−3.8

A. Pourbaix [104]
Iron in scaled-up artificial crevice or pit in various chloride
solutions

−0.57 to −0.60 3.1−4.3

Petersen et al. [105]
Synthetic pit on steel in natural seawater

∼ −0.66 2.5−5.0

McCafferty [13]
Real-sized crevices in various CrO4

2−/Cl− solutions
−0.62 to −0.66 4.2−5.5

and an acidic chloride solution within. The local pH and electrode potential have been measured for
crevice corrosion [80, 81], stress-corrosion cracking [82, 83], and for a scaled-up model of occluded
corrosion cells [84] (i.e., an artificial pit).

Experimental values for the internal E and pH in each case are superimposed on the conven-
tional Pourbaix diagram for aluminum in Fig. 10.49. Each of the data sets for the various localized
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Fig. 10.48 Sketch of a copper pit in cold tap water. Redrawn from [51, 52]. Reproduced by permission of Elsevier
Ltd
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corrosion cells either lie in the region of corrosion on the Pourbaix diagram for aluminum or else are
very close to this region.

The experimental pH values within the localized corrosion cells range from 2 to 4.5 and exper-
imental points for each of the various forms of localized attack lie below the “a” line for hydrogen
evolution, showing that hydrogen evolution is thermodynamically possible in each of these forms of
localized corrosion. Hydrogen bubbles have in fact been observed for aluminum in active crevices
[80].
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Differences Between Pitting and Crevice Corrosion

Despite similarities between pitting and crevice corrosion, there are significant differences between
these two forms of localized attack. First, the electrode potential for crevice corrosion is more neg-
ative than the pitting potential, as shown for iron in Fig. 10.50. This is due in part to the fact that
electrode potentials in Fig. 10.50 are measured within the crevice but outside the pit. Thus, the pit-
ting potential is a mixed potential between events occurring on the passive surface and within the
developing corrosion pit.
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Fig. 10.50 Comparison of the pitting potential of open iron with the internal potential of iron within active crevices
for various chloride concentrations in 0.003 M/L chromate

A second major difference is that the current density within a corrosion pit is much higher than
that within a crevice. For example, the highest current densities for the iron crevice in Fig. 10.11
are about 0.06 mA/cm2. By contrast, current densities within corrosion pits can be of the order of
A/cm2; see Problem 10.8.

Detection of Corrosion Pits

The ability to detect propagating corrosion pits on a metal surface has improved with advances in
instrumentation. Figure 10.28 has shown that the distribution of pH and electrode potential above a
propagating pit on iron, and similar scans were determined earlier by Rosenfeld and Danilov [85]
for corrosion pits on an Fe-18 Cr-8 Ni steel. Scans such as these can be used to detect the physical
location of corrosion pits on a metal surface, as discussed below.

From the potential field around a corrosion pit, Rosenfeld and Danilov were also able to determine
the current distribution, because the current density, i, is proportional to the normal gradient of the
potential E:
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i = −σ

(
δE

δz

)
(10)

where σ is the conductivity of the solution and z denotes the direction normal to the electrode surface;
see Fig. 10.51. Isaacs [87] advanced the technique by scanning across a surface in the XY plane so as
to produce traces of propagating pits. Later refinements [88] included a scanning vibrating electrode
(SVE) which produces potential scans and also current scans by sampling the potential gradient
normal to the surface. For example, Fig. 10.52 shows the distribution of current density obtained
over active sites on an iron surface in a chloride solution [88].
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Fig. 10.51 Distribution of potential (solid lines) and current density (dotted lines) for a steel/nickel co-planar couple
in tap water. (The lines of constant current density are at right angles to the equipotential lines.) Redrawn from [86]
by permission of ECS – The Electrochemical Society

With advances in scanning probe techniques, increased attention has turned to the more difficult
task of the detection of the initiation stage of pitting and of the imaging of sites which are pre cur-
sors to pitting. In this regard, Smyrl and co-workers [89, 90] have successfully employed several
new experimental scanning techniques. Smyrl et al. found that surface active sites corresponded to
locations of pit formation (although not all active sites led to pits). Inclusions, second-phase parti-
cles, and other defects, such as grain boundaries, were among the sites of increased electrochemical
activity.

Other advanced instrumental methods which have been used recently to study pit initiation
include the use of the atomic force microscope (AFM) (discussed in Chapter 9) and the scanning
Kelvin probe (SKP) (which measures changes in work function) [91, 92].

At present these newer scanning techniques are useful in laboratory research studies, and would
be welcome inspection tools should they be transitioned into practice. At present there is a need
for reliable technique for the detection of pit initiation sites on metal structures or electronic
components.
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Fig. 10.52 The distribution of current density over an iron surface showing the location and progressive growth of a
pit in a solution of 1 mM NaCl plus 1 mM Na2SO4, as determined using a vibrating probe electrode [88]. Reproduced
by permission of © NACE International (1990)

Problems

1. In what ways are crevice corrosion and pitting similar? In what ways are they different?
2. (a) Name and discuss two different ways to test the resistance of an alloy to crevice corrosion.

(b) Name and discuss two different ways to test the resistance to pitting corrosion.
3. (a) Sketch an Evans diagram showing the approximate shape of anodic and cathodic polarization

curves for a low alloy steel which undergoes general corrosion in seawater. Assume that
anodic dissolution is under activation control and that the cathodic half-cell reaction is con-
trolled by oxygen diffusion.
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(b) Show that the total weight loss for the low alloy steel in a crevice is the same for the following
two cases:

Crevice area External cathode area

1.0 cm2 10.0 cm2

2.0 cm2 10.0 cm2

(c) Which of the two cases above will have the greater weight loss per unit area?
4. Sketch the approximate shapes of cyclic anodic polarization curves to explain the variation in the

protection potential, as shown in Fig. 10.31 for type 430 stainless steel. The corrosion potential
is −0.50 V vs. SCE and the pitting potential is −0.100 V vs. SCE.

5. Make a sketch analogous to Fig. 10.46 for a corrosion pit on aluminum in a chloride solution.
6. The following laboratory data were taken for the anodic polarization of aluminum in 0.1 M

NaCl. The sample size is 8.0 cm2. Plot these data and determine the critical pitting potential.

E in V vs. SCE Current in μA

−1.30 0.40
−1.20 0.58
−1.10 0.68
−1.00 0.70
−0.900 0.78
−0.800 0.71
−0.775 0.75
−0.750 0.76
−0.725 0.79
−0.700 1.20
−0.685 4.00
−0.670 104.
−0.655 750.
−0.640 2100.

7. What is the current density within a corrosion pit on aluminum if the pit size is given in
Fig. 10.43(d)? Assume that the pit is hemispherical in shape and that the total current within
the corroding pit is given by the maximum current in the data set above.

8. (a) The following data are for the pitting of pure aluminum in chloride solutions for a short-term
immersion of 24 h [67]. What is the pitting potential for aluminum in 0.6 M NaCl (the
chloride ion concentration in seawater)?

[Cl−] Pitting potential, Epit, vs. SCE

0.01 M −0.620
0.1 M −0.685
0.5 M −0.730
0.5 M −0.725
1.0 M −0.760
1.0 M −0.745
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(b) How does the value for pure aluminum in the short-term immersion test compare with the
pitting potential of aluminum alloys as determined from the long-term practical immersion
tests in Table 10.5?

(c) If there is a difference between the two values, explain why.
9. An Fe-12 Cr alloy was observed to have the following characteristic potentials in 0.1 M NaCl

[55].

pH Ecorr EFlade Epit Eprot

4.6 −0.580 −0.420 −0.040 −0.350
5.4 −0.610 −0.470 0.0100 −0.220
6.9 −0.700 −0.550 0.0100 −0.220
8.9 −0.740 −0.600 0.175 −0.440
10.7 −0.800 −0.445 0.210 −0.450

(a) Draw the corresponding experimental Pourbaix diagram and label regions of immunity,
general corrosion, perfect passivity, imperfect passivity, and pitting. (b) Over what range of
electrode potentials is it safe to use Fe-12 Cr in 0.1 M NaCl at pH 8?

10. Shown below are experimentally determined anodic polarization curves in 1 M H2SO4 and 1 M
HCl for three alloys [93] (reproduced by permission of NACE International). These alloys are
the conventional 304 stainless steel and two possible replacements, alloy A and alloy B:

304: 18% Cr, 8% Ni, balance Fe
Alloy A: 12% Cr, balance Fe
Alloy B: 12% Cr, 10% Ni, 1.5 % Si, 2% Mo, balance Fe

Based on these polarization curves alone, which alloy or alloys can be used instead of 304
stainless steel? Why?
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11. Explain why the pitting potential decreases with increasing temperature.
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Chapter 11
Mechanically Assisted Corrosion

Introduction

In the previous chapter we discussed two forms of localized corrosion – crevice corrosion and pitting.
This chapter considers five more forms of localized corrosion, and these have the added common
feature that they are assisted by mechanical processes. These five forms of mechanically assisted
localized corrosion are stress-corrosion cracking, corrosion fatigue, cavitation corrosion, erosion
corrosion, and fretting corrosion.

Stress-corrosion cracking is the cracking of a metal or alloy by the combined action of stress and
the environment. Stress-corrosion cracking (SCC) can occur in stressed structures such as bridges
and support cables, aircraft, pressure vessels, pipelines, and turbine blades, to name a few instances.
Figure 11.1 shows the failure of a high strength rocket motor case due to stress-corrosion cracking
in tap water [1].

During stress-corrosion cracking, most of the metal or alloy is virtually unattacked, as shown
schematically in Fig.11.2 [2]. However, the presence of stress-corrosion cracks reduces the cross-
section of the metal capable of carrying a load, as shown in Fig. 11.2. In the case of general
corrosion, the same reduction in effective thickness due to the formation of rust layers may take
years. Instances of stress-corrosion cracking are especially serious when they involve critical struc-
tures such as bridges or aircraft as described in Chapter 1, because they involve the loss of life or
personal injury.

The study of stress-corrosion cracking (SCC) requires an interdisciplinary approach involving
electrochemistry, materials science, and mechanics, as suggested in Fig. 11.3. Some of the variables
which affect SCC within each of these disciplines are also given in Fig. 11.3.

Corrosion fatigue is the cracking of a metal or alloy due to the combined action of a repeated
cyclic stress and a corrosive environment. Corrosion fatigue can occur in aircraft wings, in bridges,
and in offshore platforms which are impacted by ocean waves, and in vibrating machinery. In addi-
tion, stainless steel and titanium alloys used as orthopedic implants (for knee and hip replacements)
can also undergo corrosion fatigue under cyclic stresses in the electrolyte found within the human
body.

Cavitation corrosion is the combined mechanical and corrosion attack caused by the collapse and
impingement of vapor bubbles in a liquid near a metal surface. Cavitation corrosion can occur in ship
propellers, within pumps, on turbine blades, on hydrofoils, and on other surfaces where there is a
high-velocity fluid flow and where pressure changes are encountered. Figure 11.4 shows an example
of cavitation corrosion.

Two additional forms of mechanically assisted corrosion are erosion corrosion and fretting cor-
rosion. In erosion corrosion, the mechanical effect is provided by the movement of a corrosive
liquid against the metal surface (without the need for cavitating bubbles). In fretting corrosion, the
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Fig. 11.1 Fracture of a high-strength steel rocket case due to stress-corrosion cracking [1]. The arrows indicate the
location of the stress-corrosion crack

Section
dimension

capable
of carrying

load

σ

σ

σ

σ

Rust

Stress
corrosion

Section
dimension

capable
of carrying

load

σσ

σσ

σ

σ

σσ

σσ

Rust

Stress
corrosion

Fig. 11.2 Reduction in the effective cross section of a metal due to general corrosion or the presence of stress-
corrosion cracks. The arrows show the direction of the applied stress, σ . Redrawn from Staehle [2] by permission of
© NACE International 1969

mechanical effect is due to the abrasive wear of two metal surfaces sliding or vibrating past each
other. Erosion corrosion can occur in various types of equipment exposed to fast-moving liquids.
These include piping systems, bends, elbows, valves, and pumps. Polymer, glass, and metal surfaces
on moving aircraft can be damaged by rainwater erosion [3]. Solids suspended in a liquid can also
cause erosion corrosion, as in coal slurry pipelines. Fretting corrosion can occur in loaded interfaces
which move past each other, such as in vibrating machinery, connecting rods, or springs. Fretting cor-
rosion can also be a problem with orthopedic implants placed in the human body. Fretting corrosion
is also called wear corrosion or tribocorrosion.
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Fig. 11.3 Disciplines used in studying stress-corrosion cracking and variables which affect SCC within each
discipline

Fig. 11.4 Cavitation damage on the outer edge of a propeller on a personal watercraft. Figure courtesy of Erik Axdahl,
who took this photograph while he was an undergraduate research assistant at the University of Minnesota and who is
now a Graduate Research Assistant at the Georgia Institute of Technology
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Each of these types of mechanically assisted localized corrosion processes is discussed in this
chapter, although most of this chapter deals with stress-corrosion cracking.

Stress-Corrosion Cracking

Mechanical Metallurgy

Before discussing stress-corrosion cracking, it is useful to briefly review the basic principles of
mechanical metallurgy [4]. If a load P is applied perpendicular to a solid body of cross section A, as
in Fig. 11.5, the stress σ is given by:

σ = P

A
(1)

and has English units of pounds per square inch or kilopounds per square inch (ksi). In metric units,
the units of stress are pascals or megapascals (MPa); see Table 11.1. If the applied stress causes
separation of material across the plane in which it acts, the stress is called a tensile stress. (The
opposite effect is the compression of material due to a compressive stress.) When a tensile stress is
applied, the solid body undergoes a small deformation, and the strain ε is defined as the change in
length �l divided by the original length lo,

ε = �l

1o
(2)

The relationship between the stress and strain is shown in Fig. 11.5. At low applied stresses, the
stress and strain are linearly related in a region of the stress–strain curve called the elastic region. In
the elastic region,
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Fig. 11.5 Typical stress–strain curve for a metal
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Table 11.1 Systems of units used in mechanics

Parameter English units Metric units

Force Poundsa or kilopounds
kg m

sec2
= netwtons (N)

Stress Pounds/in.2 (psi) or kilopounds/in.2 (ksi)
N

m2
= Pa

MN

m2
= MPa

Stress intensity factor, KI ksi√in. MPa√m

aIn English units, a pound is the force which imparts to a given mass called a “slug” an acceleration of
1 ft/s2.
Useful conversion factors: 1 ksi = 6.89 MPa; 1 ksi√in. = 1.10 MPa√m.

σ = E ε (3)

where E is a proportionality constant called Young’s modulus and is a property of the solid material.
Equation (3) is called Hooke’s law. In the elastic region the strains are reversible and if the load is
removed, the material returns to its original length.

However, if material is loaded to higher stresses, the deformation becomes permanent or plastic,
and Hooke’s law no longer applies. The stress marking the beginning of plastic deformation is called
the yield stress σY (also called the yield strength), and the point where the material can support
the highest load is called the ultimate tensile stress (also called the ultimate tensile strength). In
Fig. 11.5, the material finally fractures at point X.

Characteristics of Stress-Corrosion Cracking

Figure 11.5 applies to the tensile testing of a solid metal in air or in the presence of an inert environ-
ment. The effect of an electrolyte is to cause the metal to fail prematurely at lower stresses due to
stress-corrosion cracking, as indicated in Fig. 11.5.

The following are the most important characteristics of SCC [5]:

(1) A tensile stress is required. The tensile stress may be external, as with an applied load, or the
stress may be a residual stress due to metal-working processes, such as machining or welding.
The stress may also be self-generated, as may be caused by the wedging action of solid corrosion
products within an emerging crack.

(2) Metals or alloys which undergo SC usually have a good resistance to general corrosion. For
example, stainless steels, aluminum alloys, and titanium all undergo SCC but are usually resis-
tant to general corrosion (in neutral solutions). One exception is that high-strength low-alloy
steels may undergo both general corrosion and SCC at the same time.

(3) Specific environments cause SCC in certain alloys. For example, Cl– solutions (but not NO3
–

solutions) cause SCC of type 304 stainless steels. On the other hand NO3
– solutions (but not

Cl–solutions) cause SCC of mild steel. In addition, ammonia or amines are specific reagents for
the SCC of brasses (Cu–Zn alloys). Some specific environments which cause SCC for various
metals are listed in Table 11.2.
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Table 11.2 Some examples of stress-corrosion cracking

Types of alloys Environments

High-strength steels [33] Seawater
chloride solutions
solutions containing H2S
NO3

– solutions
Stainless steels [20] Cl–, Br–, F– solutions

hydroxide solutions
polythionic acids

(H2SxO6, x = 3, 4, 5)
thiosulfate solutions

Aluminum alloys [24] Chloride solutions
most aqueous solutions
organic liquids

Titanium alloys [1, 66, 37, 34] Seawater
Cl–, Br–, I– solutions
carbon tetrachloride and other organic solvents,

including alcohols
fuming nitric acid

Brass (Cu–Zn alloys) [41, 40] Ammonia solutions
amines
citrate solutions
tartrate solutions

(4) The necessary corrodent species can be present in small concentrations. For example, a few
ppm of Cl– in high-temperature water can cause SCC in certain stainless steels.

(5) A threshold stress or stress intensity must be exceeded for SCC to occur.
(6) Stress-corrosion cracks are brittle in macroscopic appearance, i.e., have little evidence of plastic

deformation (but may show plastic flow on a smaller scale).

Stages of Stress-Corrosion Cracking

As with crevice corrosion and pitting, SCC also has two general stages – initiation and propagation.
Measurement of the time to failure of a smooth specimen (without surface flaws) can be misleading
because such measurements do not differentiate between the initiation and propagation stages. For
instance, titanium alloys in seawater do not readily pit (often a precursor to SCC) but these alloys
undergo fast fracture once a crack is initiated. Thus, there is a long time to failure (consisting largely
of a long initiation time) which masks the susceptibility of titanium alloys to a much more rapid
propagation stage.

Initiation of SCC

The initiation stage of SCC involves a series of events which are depicted in Fig. 11.6 [6, 7]. These
events are as follows:

(1) localized breakdown of the passive oxide film due to mechanical damage or to chemical attack
by aggressive ions, such as Cl–,
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σ

Fig. 11.6 Stages in the initiation of stress-corrosion cracks. (The fourth stage of mechanical rupture deals with prop-
agation.) The shaded arrows denote the direction of applied stress, σ . Some systems such as titanium do not easily
pit, but a stress-corrosion crack can initiate from a fatigue crack. After Brown [1, 6, 7]

(2) formation of a corrosion pit after the oxide film has been broken, and
(3) initiation and growth of a stress-corrosion crack.

The last event in Fig. 11.6 (mechanical rupture) deals with the propagation stage rather than with
initiation.

The corrosion pit can generate a stress corrosion crack in two ways. First, the corrosion pit serves
as a stress intensifier, so that the local stress due to an external load is magnified locally near the
corrosion pit. (Stress intensity and the role of flaws in SCC are considered later in this chapter.)
Second, the corrosion pit is a source of hydrogen ions, as discussed in Chapter 10. For instance, for
stainless steels, the following reaction within the corrosion pit

Cr+3 + 3H2O→ Cr(OH)3 + 3 H+ (4)

generates H+ ions which can be reduced to hydrogen atoms at the tip of an emerging stress-corrosion
crack. This reaction can also occur within propagating stress-corrosion cracks, as depicted in
Fig. 11.7. This process of local acidification may lead to the phenomenon of hydrogen embrittlement,
which assists crack growth, as discussed later in this chapter.

In some instances, stress-corrosion cracks may initiate without visible signs of pitting, as, for
example, in the SCC of titanium alloys in seawater. In addition, stress-corrosion cracks may also
initiate because of surface flaws, inherent microstructural defects (such as grain boundaries), or to
mechanical damage (such as damage due to erosion).
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1.  Dissolution of Cr at the crack tip

Cr H+
Cr+3

2.  Hydrolysis of Cr+3 to form H+ions
Cr+3 + 3 H2O         Cr(OH)3+ 3 H+

H++ e– Hads

H+

3.  Reduction of H+ within the crack tip

3e–

(within the crack-tip electrolyte)

Metal

Electrolyte

Fig. 11.7 Schematic illustration showing a propagating stress-corrosion cracking in a Cr-containing alloy. This figure
shows the production of H+ ions within a crack by the hydrolysis of dissolved Cr3+ ions and the reduction of H+ ions
near the crack tip

Propagation of SCC

As with crevice corrosion and pitting, the local electrolyte within a stress-corrosion crack becomes
acidic in nature due to the hydrolysis of dissolved hydrogen metal cations, as, e.g., in Eq. (4).
Thus, the stress-corrosion cracks propagate and grow due to the combined effects of the applied
stress and the corrosive conditions within the crack arising from acidification of the crack
electrolyte.

The acidification of local electrolytes within crack tips was shown by Brown and co-workers
[7–10] in a series of experiments in which a slot was cut into a metal, a wedge (of the same metal)
was pressed into the slot to initiate a crack, and the sample was then placed into an electrolyte. After
several hours of crack growth, the specimen was removed and placed into liquid nitrogen to freeze
the corrodent within the crack. The specimen was broken open, and the pH of the electrolyte was
measured with pH indicators as the specimen warmed up and the crack electrolyte melted. Resulting
pH values for stress-corrosion cracks within several metals are given in Table 11.3.

Peterson and co-workers [10] also measured the pH within a stress-corrosion crack using the
experimental arrangement shown in Fig. 11.8. By placing a pH electrode at the base of a crack, a
lens tissue was wet by solution which traveled down the length of the stress-corrosion crack. Some
of Peterson’s results are also given in Table 11.3.

There are two modes by which stress-corrosion cracks can propagate within the metal. The crack
path may be intergranular, that is, cracks grow along grain boundaries, or cracks may be trans-
granular, in which cracks travel across grain boundaries. Various alloys display various modes of
crack growth and examples have been compiled by Scully [11]. Figure 11.9 shows an example of
intergranular and transgranular crack growth on the same alloy but in different concentrations of the
same electrolyte [12].
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Table 11.3 pH within stress-corrosion cracks

Alloy
pH detected at
crack front Bulk solution Sources

7075 Al 3.5 3.5% NaCl Bown, Fujii, and Dahlberg [8]
0.45% C steel 3.7 3.5% NaCl Sandoz, Fujii, and Brown [9]
AISI type 4340 steel 3.7

3.5–3.9
3.5% NaCl
3.5% NaCl (bulk pH

adjusted between
2 and 10)

Sandoz, Fujii, and Brown [9]
Smith, Peterson, and Brown [10]

17-4 PH steel
(Fe-17 Cr-4 Ni
precipitation-hardened)

3.7 3.5% NaCl Sandoz, Fujii, and Brown [9]

Ti-8 Al-1 Mo-1 V 1.7 3.5% NaCl Bown, Fujii, and Dahlberg [8]

Fig. 11.8 An experimental arrangement for determining the pH at a crack tip [7, 10]. Reproduced by permission of
© NACE International 1970

Fracture Mechanics and SCC

An important advance in the study of SCC was the application of fracture mechanics to the problem.
Fracture mechanics is a relatively new discipline based largely upon the work of G.R. Irwin [13] at
the Naval Research Laboratory in Washington, DC, and is used to treat fracture problems involving
cracks in a quantitative manner. The application of fracture mechanics to SCC is due in large part
to the work of B.F. Brown, M.H. Peterson, C.D. Beachem, and their co-workers [14–16], also at the
Naval Research Laboratory.
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Fig. 11.9 Stress-corrosion cracking of sensitized type 304 stainless steel in (left) boiling 45% magnesium chloride
solution and (right) in boiling 20% magnesium chloride solution [12]. Reproduced with permission of the Japan
Institute of Metals

General Effect of a Flaw

Consider a homogeneous metal body as in Fig. 11.10(a) which is subjected to a tensile force P. The
stress is given by σ = P/A (where A is the cross–sectional area of the specimen) and is uniform
throughout the specimen. The stress can be considered to be borne by lines of force (stress lines)

P P

P P

(a) (b)

Fig. 11.10 (a) Schematic illustration showing lines of force in a body subject to a tensile load P. (b) Distortion of
the lines of force when the body contains a center flaw. (The lines of force are shown only for the front face of the
specimen but are considered to exist throughout the specimen thickness.) Redrawn from Tetelman and McEvily [4]
by permission of John Wiley & Sons, Inc
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which exist throughout the body, as shown in Fig. 11.10(a) [4]. These lines of force can be thought
of as parallel columns of small area A′ (with A′ → 0) which support the external load P. Because the
body is uniform throughout, the lines of force exist with uniform spacing, as shown in Fig. 11.10(a).

But suppose there is a flaw in the structure, as shown in Fig. 11.10(b). Because there is no metal
in the hole, the lines of force cannot continue through the hole, but must bend around the hole, as
shown in Fig. 11.10(b). Thus, in the vicinity of the flaw (i.e., discontinuity), the lines of force (and
thus the stresses) are highly concentrated. However, at distances removed from the discontinuity, the
lines of force are more evenly spaced.

These considerations give rise to the concept of a stress intensity factor, K, which is defined as
follows:

K = σ (local)

σ (average)
(5)

where σ (average) is the average stress in the bulk of the otherwise uniform body. Thus, the stress
intensity factor K is a measure of how the stress is increased near a local discontinuity or flaw. The
power of fracture mechanics is that stress-intensity factors have been derived for flaws of various
geometries.

General Assumptions

The general assumptions which are made in the application of fracture mechanics to SCC are the
following:

(1) Flaws (i.e., cracks) are inherently present in structures.
(2) These cracks exist in a linear elastic field (that is, the stress and strain are linearly related).
(3) The stress ahead of a crack can be calculated from the stress intensity factor K.
(4) The propagation of a crack leading to failure occurs above a critical stress intensity factor.

These ideas are discussed in more detail as we proceed into this chapter.

Fracture Mechanics and KI

There are three modes by which a metal may fracture, called mode I, mode II, and mode III and
these three modes are pictured in Fig. 11.11 [17]. The mode I fracture involves crack opening,
mode II is edge sliding, and mode II is crack tearing, which has an additional sliding displacement
superimposed on a mode I crack.

The mode I crack is the lowest energy mode and is the mode usually encountered in SCC. For a
plane sharp defect as shown in Fig. 11.12, the stress components of the crack are given by [17]

σx = KI√
2πr

cos
θ

2

(
1− θ

2
sin

3θ

2

)
(6)

σy = KI√
2πr

cos
θ

2

(
1+ sin

θ

2
sin

3θ

2

)
(7)

where KI is the stress intensity factor for a mode I crack, r is the crack length measured from the
crack tip, and θ is measured relative to the crack direction.
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Fig. 11.11 Three basic modes of crack displacements [17]. Reproduced by permission, from [17], copyright ASTM
International, 100 Barr Harbor Drive, West Conshohocken, PA 19428
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Fig. 11.12 Diagram of the leading edge of a mode I crack and the system of co-ordinates. The crack length is
designated by r [17]. Reproduced by permission, from [17], copyright ASTM International, 100 Barr Harbor Drive,
West Conshohocken, PA 19428

Stress Intensity Factors for Specific Types of Flaws

Expressions for the stress intensity factor KI which appears in Eqs. (6) and (7) have been derived for
various types of specific flaws [17, 18]. For example, for a center crack in an infinite sheet, as shown
in Fig. 11.13,

K1 = σ
√

πa (8)

where a is half the crack length and σ is the average external stress. For a semi-infinite sheet of
width W (but infinite in length),

KI = σ
√

πa

(
W

πa
tan

πa

W

)1/2

(9)
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σ

2a

σ

Fig. 11.13 A center crack in an infinite sheet

Two other configurations used in fracture mechanics are the single-edge notched specimen in
Fig. 11.14 and the thumbnail-shaped surface crack in Fig. 11.15. For the single-edge notched
specimen:

σ

W

σ

a

Fig. 11.14 A single-edge notched specimen

KI = σ
√

πa f (a/W) (10)

where a is the depth of the notch, W is the specimen thickness, and f(a/W) is a geometrical function
given by [6, 19]

f (a/W) = 1.12− 0.231
a

W
+ 10.56

( a

W

)2 − 21.72
( a

W

)3 + 30.39
( a

W

)4
(11)

For the thumbnail-shaped surface crack:

K2
I =

1.2πσ 2a

φ2 − 0.212
(

σ
σy

)2
(12)



328 11 Mechanically Assisted Corrosion

σ

2b a

σ

K2
I  =  

1.2 π σ2 a

 φ2 - 0.212 σ
σ

Y

2 
 

σ

2b a

σ

K2
I  =  

1.2 π σ2 a

 φ2 - 0.212 σ
σ

Y

2 
 

Fig. 11.15 Opened view of a tensile specimen with a thumbnail crack. The parameter φ is an integral func-
tion of a/b. For an infinitely long crack, a/b ≈ 0 and φ2 = 1.00. For a typical thumbnail, a/b = 0.5 and
φ2 = 1.46 [15]

where 2b is the crack length and a is now the crack depth, as shown in Fig. 11.15, and σY is the
yield stress of the alloy. The parameter φ is an integral function given by φ2 = 1.00 for an infinitely
long surface crack (a/b = 0), and φ2 = 1.46 for a typical thumbnail crack (a/b= 0.5).

For each of these last two specimens, as well as for the center crack specimen, the stress intensity
factor has the form

KI = σ
√

π a f (G) (13)

where f(G) is a factor specific to the particular geometry of the specimen and a is the critical
dimension of the crack. Note that KI increases with increasing crack length and with increasing
stress σ .

Example 11.1: Calculate the stress intensity factor KI in both English and metric units for an infinite
sheet having a center crack of length 0.01 in., a load of 10,000 pounds, and a cross-sectional area of
0.50 in.2.
Solution:

KI = σ
√

π a

σ = 10,000 lbs

0.05 in.2
= 20,000

lbs

in.2

a = 0.01 in.

2
= 0.005 in.

KI = 20,000
lbs

in.2
√

π (0.005 in.)

KI = 2,500 psi
√

in. = 2.50 ksi
√

in.

σ =
(10,000 lbs)

(
454 g

Ib

) (
1 kg

1,000 g

)

(0.50 in.2)
(

2.54 cm
in.

)2 (
1 m

100 cm

)2
= 1.41× 107 kg

m2
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In metric units it is necessary to convert the mass per unit area to the force per unit area by using
F = mg. Thus,

σ =
(

1.41×107 kg

m2

)(
9.8066 m

s2

)

σ = 1.38×108 kg m

m2 s2

σ = 1.38×108 N

m2

σ = (1.38×108 Pa)

(
1MPa

1× 106 Pa

)
= 138 MPa

Then,

KI = 138 MPa

√
π (0.005 in.)

(
2.54 cm

in.

)(
1 m

100 cm

)
= 2.76 MPa

√
m

The Cantilever Beam and KIscc

Stress-corrosion tests are often carried out in a pre-cracked cantilever beam experiment introduced
by B. F. Brown and co-workers [14–16] at the Naval Research Laboratory (NRL). This test uses a bar
of square or rectangular cross section containing a notch and a small crack and having the geometry
shown in Fig. 11.16. In a typical experiment by Brown and Beachem [15], the metal specimen size
was 13 cm long, 1 cm thick, and 2.5 cm high. One end of the specimen was clamped in a stand
and the other end clamped to a loading arm, as shown in Fig. 11.16. The crack in the specimen
was surrounded by a plastic cell containing a reservoir of electrolyte (usually 3.5% NaCl or natural
seawater in the NRL experiments) and a load was applied at the end of a cantilever beam, as shown
in Fig. 11.16.

The stress intensity factor for a given load P and crack length a (length of the notch plus the
crack length in the specimen) is calculated from the specimen dimensions, the crack length, and the
load P:

KI =
4.12 M

(
1
α3 − α3

)
BD3/2

(14)

where α is given by

α = l− a

D
(15)

where a is the crack length (notch plus fatigue pre-crack), B is the specimen width, and the other
dimensions are given in Fig. 11.16. The moment M is given by

M = P S (16)

where P is the applied load and S is the distance between the crack and the point of application of
the load (see Fig. 11.16). The formula for KI for the cantilever beam specimen again has the same
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D

   and   M  =   P S

Fig. 11.16 (Top) Schematic diagram of a cantilever beam stress-corrosion test. (Center) Specimen details. (Bottom)
Mathematical expression for the stress intensity factor KI [14–16, 65]

general form as in Eq. (13). see Problem 11.3. Thus, the units for KI are again ksi √in. in English
units or MPa√m in metric units. The depth of the crack increases during the SCC test, and therefore
the stress intensity factor also increases.

Figure 11.17 shows SCC cantilever beam data for AISI 4340 steel in 3.5% NaCl [15] in which KI
is plotted vs. the logarithm of the time to failure. Large values of KI (large loads and/or large crack
lengths) produce short times to failure, whereas smaller values of KI (small loads and/or small crack
lengths) lead to longer times to failure. Note that SCC does not occur in these alloys in 3.5% NaCl
if KI has a value smaller than 15 ksi √in. Thus, this value of KI is called the critical stress intensity
factor for stress-corrosion cracking and is given the designation KIscc. The significance here is that
values of KI less than KIscc do not produce SCC, but values of greater than KIscc lead to SCC. The
value of KI which produces cracking in the dry specimen (in the absence of electrolyte) is called the
fracture toughness and is given the symbol KIc. The value of KIc is also obtained or approached in the
presence of electrolytes when there is a large applied load, so that the sample suffers fast mechan-
ical fracture and there is little or no effect of the electrolyte in the presence of the large applied
load.
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Fig. 11.17 KIscc tests for type 4340 steel in 3.5% NaCl for cantilever beam specimens [15]. The arrows associated
with data points indicate no fracture within the time given. Reproduced by permission of Elsevier Ltd

KIscc as a Characteristic Property

Brown [14] showed that the value of KIscc in Fig. 11.17 as measured by the cantilever beam method
was in excellent agreement with values measured for center-cracked (Fig. 11.13) or surface-cracked
(Fig. 11.15) specimens. This agreement shows that the value of KIscc for a given alloy and environ-
ment is not a function of the test setup and KIscc is in fact considered to be a material property (for
the given environment).

The stress intensity factor KIscc is a function of the alloy type, alloy composition, strength level
of the alloy, and the nature of the electrolyte. Figure 11.18 shows that Mo additions increase
KIscc values for Fe–Cr–Ni alloys in aqueous 22% NaCl solutions at 105◦C [20]. (Recall from
Chapters 9 and 10 that Mo also has a beneficial effect on the passivity and pitting resistance of
Fe–Cr–Ni alloys.) Extensive tables of KIscc in 3.5% NaCl have been compiled for various titanium
alloys [21, 22] and for various precipitation-hardened stainless steels [20]. The effect of the strength
level of the alloy is considered in a later chapter.

For a given alloy KIscc is sometimes (but not always) lower for electrolytes than for non-
electrolytes. Several examples are compiled in Table 11.4.

SCC Testing

There are two general approaches in conducting SCC tests. The first approach is to use pre-cracked
specimens, as discussed above, and the method involves determination of the threshold stress inten-
sity factor for SCC, as shown in Fig. 11.19(a). The crack velocity can also be measured as a function
of the stress intensity factor, as shown in Fig. 11.19(b). (Sometimes the metal will fail before regions
II and III appear).
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Fig. 11.18 Effect of molybdenum on the stress intensity factor of Fe–Cr–Ni–Mo alloys in 22% NaCl [20]. (The range
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Table 11.4 Comparison of KIscc for electrolyte solutions vs. non-electrolytes at approximately 25◦C

Alloy Electrolyte ksi√in. MPa√m Non-electrolyte ksi√in. MPa√m

AISI 4340 steel [33]
(220 ksi yield
strength)

Seawater 10 11 Methanol 40 44

Uranium alloy [65] 3.5% NaCl 15 17 Water 21 23
Ti-8 Al-1 Mo-1 V

[67, 68]
3.5% NaCl 18–23 20–25 CCl4 18–23 20–25

0.6 M NaCl 20 22 Methanol 14 15
0.1 M LiCl 25 28 Glycerine 26 29

The second approach is to use smooth (but stressed) specimens which do not contain defects of a
known size or shape, such as a U-bend specimens, as shown in Fig. 11.20. For smooth specimens,
the SCC data are presented as the time to failure as a function of applied stress (not stress intensity).
Such curves define a threshold stress level, σ th, below which SCC does not occur, as shown in
Fig. 11.19(c).

Several different types of metal specimens used in smooth or pre-cracked tests are shown in
Fig. 11.20 [23]. More details on SCC test methods have been given by Sedriks [23]. The environ-
ments used in SCC tests should duplicate or simulate the actual environment in which SCC occurred;
and as shown in Table 11.2, the SCC environments are often specific to the type of alloy.
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Fig. 11.20 Several different types of smooth specimens used in stress-corrosion cracking tests [1, 23]. None of these
specimens contain pre-cracks. Reproduced by permission of NACE International
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Interpretation of SCC Test Data

The fracture mechanics approach assumes that there is a critical flaw size which leads to SCC and to
failure if the operating stress intensity factor exceeds a critical value, KIscc. In this approach, KIscc is
used as a characteristic parameter of the metal/electrolyte system. But in smooth specimens which
do not contain intentional flaws, a measure of the resistance to SCC is the threshold stress, σ th,
below which SCC does not occur. This section describes how to combine the SCC data from smooth
and pre-cracked specimens in order to provide a fracture-safe set of operating conditions [1, 24].

For Al alloy 7079 (Al-4 Zn-3 Mg-0.5 Cu), for a thumbnail-shaped crack the value of KIscc was
observed to be 4 ksi √in. (4.4 MPa √m) [1]. The threshold stress was found to be σ th = 8 ksi
(55 MPa) and the yield stress of the alloy was σ Y = 67 ksi (460 MPa) [1]. Inserting these values of
KIscc and σY into Eq. (12) and assuming a shallow surface crack (a/b ≈ 0, φ2 = 1.00) gives

σ =
(

1.00

0.2356 a + 4.73 × 10−5

)1/2

(17)

where σ is in ksi and b is in inches. Thus, for a flaw depth, a, the critical allowable stress, σ , can be
calculated from Eq. (17). Results are given by the slanted line in Fig. 11.21. Any combination of b
and σ which lies below this slanted line will produce a KI less than KIscc, so that SCC will not occur.
But because the yield stress of the alloy should not be exceeded, a safe region for the pre-cracked
specimen is the region below the yield stress and the slanted line.
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Fig. 11.21 A plot of flaw depth vs. stress σ for aluminum alloy 7079-T651 containing a thumbnail-shaped crack [1].
The parameter a refers to the depth of the crack, σY is the yield stress of the alloy, and σ th is the threshold stress for
smooth specimens. This “safe-zone plot” shows where the alloy can be used safely for both smooth and pre-cracked
specimens



Stress-Corrosion Cracking 335

However, for smooth specimens, the threshold strength σ th should not be exceeded. Thus, a con-
servative estimate of the fracture-safe region is below the hatched line in Fig. 11.21. That is, we
should take into account data for both the smooth and pre-cracked specimens. The intersection of
the straight line for the threshold stress with the sloping line from fracture mechanics has sometimes
been interpreted to give the inherent flaw size of a smooth specimen. Plots as in Fig. 11.21 are called
safe-zone plots.

Note that the “stress critical” and “stress intensity critical” lines in Fig. 11.21 intersect at a flaw
size of 0.06 in. (1.5 mm). Two interpretations regarding this flaw size are possible. First, this flaw
size is the inherent flaw size resident in a “smooth sample.” Second, other forms of corrosion such
as pitting or intergranular corrosion first occur so as to produce a defect of this size, which in turn
leads to stress-corrosion cracking.

Metallurgical Effects in SCC

For high-strength steels, KIscc depends on the strength level of the steel. Figure 11.22 shows that the
value of KIscc for AISI 4340 steel in seawater decreases with increasing yield strength of the alloy.
This means that any advantage in using a higher strength steel is negated in the presence of seawater,
which increases the susceptibility to SCC [7, 16].
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Fig. 11.22 Effect of the yield strength (yield stress) of type 4340 steel on the stress intensity factor for dry fracture KIc
or for stress-corrosion cracking KIscc in flowing seawater [7, 16]. Reproduced by permission of © NACE International
1990

The resistance to SCC also depends on the shape of the metal grains and on the stressing direction.
This is illustrated in Fig. 11.23, which shows the resistance to stress corrosion for Al alloy 7075 (Al-
5.5 Zn-2.5 Mg-1.5 Cu) having three different grain shapes [24, 25]. For each case the specimens
were stressed in directions parallel to (A) or perpendicular to (B), the principal grain axis. The
stress-corrosion resistance was defined as the highest initial applied stress that did not cause SCC in
84 days exposure to 3.5% NaCl in an alternate immersion test. Figure 11.23 shows that the resistance
to SCC was the highest where the most highly oriented grain was stressed parallel to the principal
grain axis.



336 11 Mechanically Assisted Corrosion

0

10

20

30

40

50

60

70

80 B B

A

A

Stressing
Direction

A B A B A B

S
tr

es
s 

at
 F

ai
lu

re
 (

ks
i)

Fig. 11.23 Effect of grain shape and stress direction on the stress-corrosion cracking of Al alloy 7075 in a 3.5% NaCl
alternate immersion test [25]. Reproduced by permission of NACE International

In addition to the grain shape, the grain size is also a factor in determining the resistance to SCC.
A fine grain size has been shown to increase the resistance to SCC of carbon steels in solutions con-
taining H2S or nitrates [26], of brass in ammonia [27], and of stainless steels in boiling magnesium
chloride [28]. The effect of a coarse grain size on increased susceptibility to SCC has been attributed
to changes in the grain boundary composition and microstructure. That is, the total quantity of a
precipitated phase that is responsible for SCC will become more enriched in the grain boundary as
the grain becomes larger. (Mechanisms of SCC are discussed in a later section.) However, Parkins
[29] suggested that the effect of grain size is explained by the well-known experimental observation
that the yield strength of the alloy decreases with increasing grain size. (This is called the Hall and
Petch effect [30], in which the barrier to slip across a grain increases with increasing grain size.)

Environmental Effects on SCC

So far we have considered stress-corrosion cracking largely from a mechanics point of view. The role
of the electrolyte has been to lower the critical value of the stress intensity factor for SCC (KIscc)
relative to the critical value in the absence of the electrolyte (KIc).

In general, environmental factors which influence SCC include the nature of the electrolyte, the
electrode potential, the concentration of corrodent species, and the temperature.

Effect of Electrode Potential

The electrode potential is one of the major controlling parameters in SCC. Evidence is anecdotal in
nature, having been accumulated though various case histories of SCC. For smooth specimens the
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electrode potential can affect the threshold stress or the time to failure (or equivalently, the cracking
rate). For pre-cracked specimens the electrode potential can affect the value of KIscc.

Uhlig and Cook [31] conducted experiments on the effect of the electrode potential on the SCC
of type 304 stainless steel in boiling magnesium chloride solutions. The time to failure of U-bend
specimens was decreased by polarization in the anodic direction but the time to failure was increased
dramatically by cathodic polarization. As shown in Fig. 11.24, there is a critical electrode potential
below which (more negative than) SCC does not occur. Uhlig and Cook explained this behavior
on the basis that the damaging Cl– ion adsorbs on the plastically deformed metal surface above
the critical potential, but desorbs below this potential. This effect is considered again later when
mechanisms of SCC are discussed.
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Fig. 11.24 Effect of electrode potential on the stress-corrosion cracking of type 304 stainless steel C-ring specimens
in boiling magnesium chloride solutions [31]. Reproduced by permission of ECS – The Electrochemical Society

Other examples where the electrode potential affects the susceptibility to SCC or the cracking rate
include the SCC of alloy 825 (a Ni–Cr–Fe–Mo alloy) in acidified solutions containing Cl– ions and
H2S [32], the SCC of Fe-18 Cr-9 Ni stainless steel in boiling magnesium chloride solutions [20], and
the SCC of various steels in chloride solutions [33, 20]. Beck [34] has shown that the crack growth
rate of Ti-8Al-1Mo-1 V in 0.6 M halide solutions is a linear function of the electrode potential and
that the effect is similar for Cl–, Br–, or I– solutions.

The electrode potential also affects KIscc values. Fujii and Metzbower [35] found that the val-
ues for the high-strength steel HY 130 decreases with increasing negative potential, as shown in
Table 11.5. Data compiled for various steels [6, 33] also indicate that cathodic protection decreases

Table 11.5 Effect of potential on KIscc values for HY-130 steel in 3.5% NaCl solutions [35]

Condition E vs. Ag/AgCl (V) KIscc (ksi√in.) KIscc (MPa√m)

Freely corroding –0.78 129 142
Coupled to Zn –1.0 97 107
Coupled to Mg –1.5 88 97
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KIscc values. The effect of electrode potential on KIscc values for AISI 4340 steel in chloride solu-
tions is shown in Fig. 11.25. It can be seen that there is a slight effect of electrode potential on KIscc.
More dramatic changes in KIscc with electrode potential have been observed for other steels [36].
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Fig. 11.25 Effect of electrode potential on the stress intensity factor of type 4340 steel of various yield strengths (YS)
given in ksi. The solution is 3.5% NaCl (unless noted otherwise) [7, 33]

Effect of Cl– Concentration and pH

In general, an increase in the concentration of a critical solution species causes an increase in the
susceptibility to SCC, although relationships are not always simple. For example, an increase in Cl–

concentration causes an increase in the SCC susceptibility of type 304 stainless steel at 100◦C, as
shown in Fig. 11.26 [20]. But the effect of Cl– is also related to the concentration of dissolved O2, as
shown in studies on the time to cracking of type 304 stainless steel [28]. Increasing the concentration
of Cl–, Br–, or I– ions increases the velocity of SCC cracks for Ti-8 Al-1 Mo-1 V [37].

The effect of pH depends on the particular system. For example, the lifetime of an Al-7 Mg
alloy increases greatly for pH values greater than approximately 7 [25]. The lifetime of brass in
ammoniacal copper sulfate also depended on pH, attaining a minimum lifetime at a pH of about
7.2 [38]. However, pH values between 1.05 and 11.5 had no effect on the SCC susceptibility of
magnesium alloys in a salt solution [39].

It should be remembered, however, that in crack propagation it is the local pH within the crack tip
that is important rather than the bulk pH. As noted in Table 11.3, various metals can generate locally
acidic crack tip environments even though the bulk electrolyte is neutral.

Effect of Temperature

The effect of increase temperature is to increase the susceptibility to stress-corrosion cracking or
to increase the rate of crack growth. Examples have been given by Sedriks [20] and by Marsh and
Gerberich [36].
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Fig. 11.26 Effect of chloride concentration on the SCC susceptibility of type 304 stainless steel [20]. Reproduced by
permission of John Wiley & Sons, Inc

Mechanisms of SCC

Various mechanisms have been proposed to explain SCC. No single mechanism has been universally
accepted and different mechanisms apply to different cases of SCC. The major mechanisms are

(1) Anodic dissolution
(2) Film rupture
(3) Stress-sorption cracking
(4) Hydrogen embrittlement

These mechanisms fall into two classifications: those which involve dissolution effects (the first
two above) and those that involve mechanical effects (the last two above).

Anodic Dissolution

The anodic dissolution mechanism applies if there is an active anodic path established by microstruc-
tural heterogeneities in the metal. (This mechanism is also called the electrochemical mechanism of
SCC or the active path mechanism of SCC.) As an example, CuAl2 precipitates which form along
the grain boundaries in an Al-4% Cu alloy render the grain boundaries anodic to the grain, as shown
schematically in Fig. 11.27 [40]. Anodic dissolution of the grain boundary in the presence of an
applied stress leads to intergranular SCC.

However, the anodic dissolution model cannot explain instances of transgranular SCC. For exam-
ple, failures of stainless type 304 have occurred due to a phenomenon called sensitization. When
austenitic stainless steels are heated through the temperature range 425–900◦C (800–1650◦F),
chromium tends to combine with carbon to form chromium carbides. These carbides precipitate
preferentially at grain boundaries, thus depleting chromium from the metal located in the grain
boundaries. The grain boundaries thus become anodic to the grains, so that an active path exists
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Fig. 11.27 Effect of CuAl2 precipitates at grain boundaries on an Al-4% Cu alloy

along the grains for electrochemical dissolution. But the fracture mode has been observed to be
transgranular rather than intergranular. (Proper heat treatment precludes sensitization of the stainless
steel alloy [40].)

The electrochemical dissolution mechanism also cannot apply to cases where aluminum and
titanium alloys undergo SCC in the presence of carbon tetrachloride, which is not an electrolyte.

Film Rupture Mechanism

The film rupture mechanism assumes that the oxide film on a stress-corrosion crack ruptures due
to the stress in the film or near the crack tip. Bare metal near the crack tip is then exposed to the
electrolyte within the crack, and the crack grows by anodic dissolution assisted by the applied stress.
The process continues until the metal at the crack tip is repassivated, and the process then repeats
itself, as illustrated in Fig. 11.28. This mechanism is supported by experimental observations of
striations which are visible in the electron microscope and which are due to discontinuous cracking
and arrest. The film rupture mechanism explains the SCC of brass in aqueous ammonia [41].

Stress-Sorption Cracking

According to the stress-sorption cracking mechanism, damaging ions weaken the cohesive bonds
between metal surface atoms at the crack tip, as depicted in Fig. 11.29. This mechanism depends
on the concept that the surface energy of a solid is reduced by chemisorption of a solution species
and that the stress required for fracture is given by the Griffith criterion of crack formation in brittle
solids [4]. For a crack in a thin plate,

σF =
(

2 γ E

π a

)1/2

(18)

where σ F is the stress required for brittle fracture, E is Young’s modulus, γ is the surface free energy
of the solid, and 2a is the crack length. Because adsorption of a solution species reduces γ, the stress
σF required for fracture also decreases. (A common example of this phenomenon is the Rehbinder
effect, in which a touch of saliva applied to a crack in a glass rod causes the glass to fracture at the
crack more easily.)

Evidence for the stress-sorption mechanism was provided by experiments by Uhlig and Cook
[31] on the effect of electrode potential on the SCC of type 304 stainless steel in boiling magnesium
chloride solutions (referred to earlier). Uhlig and Cook [31] found that the addition of acetate or
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Fig. 11.28 Schematic illustration of the film rupture mechanism for stress-corrosion cracking. (a) The oxide film
is considered to grow preferentially along a grain boundary (b) until it undergoes brittle fracture (c). The crack is
arrested by slip in the substrate exposing metal to the environment (d). Further intergranular penetration then occurs
(e) leading to further limited fracture (f). Crack propagation proceeds by repeated the cycles, and the resulting fracture
surface shows evidence of discontinuous fracture [1, 41]

Direction of crack growth
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at a crack tip
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Fig. 11.29 Schematic diagram of the stress-sorption mechanism of SCC. An aggressive anion, such as Cl–, adsorbs
at or near the crack tip to weaken the metal–metal bond at the crack tip (this figure is drawn using 1.24 Å (0.124 nm)
as the radius of a metal (Fe) atom and 1.81 Å (0.181 nm) as the radius of a chloride ion)

nitrate ions raised the critical potential for SCC, as shown in Table 11.6. These authors proposed that
there is competitive adsorption between the inhibitive species (acetate or nitrate) and the aggressive
species (chloride). Adsorption of the inhibitive species prevails when its concentration is sufficiently
high. For 5% NaNO3, for example, the corrosion potential lies below the critical potential for SCC,
so that SCC does not occur at the open-circuit corrosion potential in this solution.
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Table 11.6 Corrosion and critical potentials for cold-rolled type 304 stainless steel in MgCl2 boiling at 130◦C [31]

Anion addition
Corrosion potential
Ecorr(V vs. SHE)

Critical potential
Ecrit(V vs. SHE) Ecorr < Ecrit? SCC at Ecorr?

None –0.11 –0.145 No Yes
0.1% sodium acetate –0.12 –0.132 No Yes
2% sodium acetate –0.12 –0.116 Yes No
None –0.11 –0.145 No Yes
2% sodium nitrate –0.06 –0.090 No Yes
5% sodium nitrate –0.08 –0.070 Yes No

The stress-sorption model also explains the SCC of alloys in non-electrolytes, such as aluminum
alloys in carbon tetrachloride solutions.

Hydrogen Embrittlement

Hydrogen embrittlement refers to the loss of ductility or to the cracking in a metal caused by the
entrance of hydrogen atoms into the metal lattice. (Hydrogen embrittlement is also called hydrogen-
assisted cracking.) Hydrogen is a culprit due to several reasons. These include its small atomic size,
its solubility in most metals, and its mobility (hydrogen atoms diffuse through most metals). In addi-
tion, hydrogen atoms can be present at the metal surface from several different sources. Hydrogen
atoms arise from corrosion reactions or from various metal processing steps, such as melting or
rolling, cleaning in acid solutions (“pickling”), or in electroplating from acid solutions.

Hydrogen atoms are produced by the reduction of hydrogen ions enroute to the evolution of
hydrogen gas. The first step is

2 H+ + 2 e− → 2 Hads (19)

followed by either

2 Hads → H2 (20)

or
Hads + H+ e− → H2 (21)

Equation (19) followed by Eq. (20) is called the combination mechanism of hydrogen evolution,
while Eq. (19) together with Eq. (21) is called the electrochemical mechanism of hydrogen evolution
[42]. Either mechanism involves the adsorption of hydrogen atoms, and some of these adsorbed H
atoms can enter the metal rather than participating in Eqs. (20) or (21) (see also Chapter 7).

As shown by Brown and co-workers (Table 11.3), the electrolyte near the crack tip becomes
acidified, so that hydrogen reduction and the production of hydrogen atoms is possible within the tip
of the stress-corrosion crack. This possibility has been shown dramatically by Peterson et al. [10]
for type 4340 steel using the experimental setup shown in Fig. 11.8. Potential–pH data for crack
tip electrolytes formed in a 3.5% NaCl solution are superimposed on the partial Pourbaix diagram
shown in Fig. 11.30. It can be seen that all data points lie below the “a” line for hydrogen evolution,
so that it is possible for the reduction of hydrogen ions to occur within the crack tip.

The actual mechanism by which hydrogen embrittlement occurs is not entirely clear but may be
due to several different effects. These are as follows:
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(1) An internal pressure is caused by the release of interstitial hydrogen atoms as molecular
hydrogen gas within voids or flaws.

(2) Brittle metal hydrides are formed at the crack tip, and these brittle hydrides can be fractured to
allow the crack to grow.

(3) Hydrogen diffuses to and adsorbs at the crack tip, reducing the surface free energy. (This is a
form of stress-sorption cracking.)

(4) Hydrogen diffuses ahead of the crack tip and aids in plastic deformation of the metal in advance
of the crack.

Experimental evidence for the plastic deformation mechanism has been provided by Beachem
[43], who used the electron microscope to examine in detail the fracture surfaces on various carbon
steels subjected to SCC in aqueous NaCl or charged with hydrogen gas. The appearance of regions of
plastic-deformed metal ahead of the crack tip suggested that the presence of sufficiently concentrated
hydrogen dissolved in the metal just ahead of the crack tip assisted the fracture process.

Anodic Dissolution vs. Hydrogen Embrittlement

It is possible to distinguish between anodic dissolution and hydrogen embrittlement by observing
the effect of the electrode potential on the time to failure. Figure 11.31 compares schematically the
mechanisms of anodic dissolution and hydrogen embrittlement [44] and also illustrates the expected
effect of the electrode potential on the susceptibility to SCC. For the anodic dissolution mechanism,
polarization in the anodic direction increases the rate of anodic dissolution and thus decreases the
time to failure. For the hydrogen embrittlement mechanism, polarization in the cathodic direction
increasingly generates more hydrogen atoms for penetration into the metal, and thus decreases the
time to failure.
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Fig. 11.31 Schematic comparison of the anodic dissolution mechanism (active path corrosion) of SCC and the
hydrogen embrittlement mechanism of SCC. Adapted from Brown [44]

Figure 11.32 illustrates the effect of small impressed currents on the time to failure of a marten-
sitic steel in an aqueous solution containing (NH4)2S and acetic acid [44]. A small cathodic current
decreases the time to fracture, while small anodic currents increase the fracture time. This behavior
indicates that in the case of zero impressed current, the failure occurs by hydrogen embrittlement.
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Fig. 11.32 Effect of impressed current on time to fracture of a martensitic steel in 5% acetic acid plus 0.1% ammo-
nium sulfide. Redrawn from Brown [44]. This figure shows that the mechanism of stress-corrosion cracking was
hydrogen embrittlement
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Fig. 11.33 Effect of impressed current on time to fracture of a martensitic steel in distilled water containing H2S.
Redrawn from Brown [44]. This figure shows that the mechanism of stress-corrosion cracking was anodic dissolution

Figure 11.33 shows the effect of small impressed currents on the same steel but in a different
solution (H2S in distilled water) [44]. Here a small cathodic current increases the time to failure, but
a small anodic current decreases the time to failure, indicating that the SCC mechanism is anodic
dissolution. (Not shown in the figure is that hydrogen embrittlement occurs at larger impressed
cathodic currents.)

If it is suspected that hydrogen embrittlement is the cause of SCC, then hydrogen permeation
measurements should be made. Hydrogen permeation can be determined by an electrochemical tech-
nique described elsewhere [45], and such experiments provide information as to hydrogen uptake as
a function of electrode potential. Using such measurements, Wilde [46] showed that the SCC of a
high-strength Fe-12 Cr-1 Mo steel in sodium chloride solutions was due to hydrogen embrittlement.

On a Universal Mechanism of SCC

Each of the different SCC mechanisms discussed in the previous sections has its own shortcom-
ings. Some of these are listed in Table 11.7, which illustrate the point made earlier that no single
mechanism of SCC can apply to all cases of SCC.

Protection Against Stress-Corrosion Cracking

Methods of preventing SCC are based upon our knowledge of the mechanisms of SCC and upon
engineering experience. Preventative measures include the following [47]:

(1) Lowering the stress below the threshold stress for fracture or maintaining KI below values of
KIscc.
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Table 11.7 Shortcomings in the various mechanisms of stress-corrosion cracking

Mechanism Comment

Anodic dissolution SCC of sensitized type 304 stainless steel often occurs transgranularly even
though possible active paths may exist at grain boundaries

Film rupture Requires extremely high local corrosion rates to explain crack growth rates
Stress sorption Local plastic deformation would blunt a crack tip and eliminate the sharp tip

required for this mechanism to apply. In addition, there is a competition for
the bare metal surface between the adsorption of solution species and
oxide film formation

Hydrogen embrittlement The rate of hydrogen penetration cannot always be related to SCC
susceptibility

(2) Eliminating the critical environmental species (if possible).
(3) Applying cathodic protection, but not if the mechanism of SCC is hydrogen embrittlement.
(4) Adding inhibitors to the solution.
(5) Materials selection. (For example, Ni additions to Fe-18 Cr stainless steels increase the time to

failure in boiling magnesium chloride solutions [20] and Mo additions to Fe–Cr–Ni alloys raise
the KIscc values in sodium chloride solutions, as shown in Fig. 11.18.)

(6) Short peening of the metal surface to put the surface in a state of compressive stress (rather
than tensile stress) can improve the resistance to SCC [48]. (Shot peening is the controlled
impingement on a metal surface of particles of steel, glass, or ceramics.)

Corrosion Fatigue

Environmental cracking under a cyclic load, as shown in Fig. 11.34 [49], is referred to as corrosion
fatigue. Corrosion fatigue fracture surfaces often have characteristic striations due to the intermittent
nature of crack growth. Environmental effects are not as specific as in SCC, and the crack growth
is usual transgranular, whereas stress-corrosion cracks can be either transgranular or intergranular.
The mechanism of corrosion fatigue is not well understood but involves the local slip of metal

Stress range

Maximum 
stress

Minimum 
stress

One load
cycle

Fig. 11.34 Load cycling in a corrosion fatigue experiment
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atoms within grains assisted by the corrosion process. The same mechanisms which apply to SCC
also apply to corrosion fatigue [50] with the added complexity that the interaction between the
environment and mechanical properties is more complicated in the presence of a cyclic load.

Corrosion Fatigue Data

Corrosion fatigue is characterized by plots of tensile stress (S) versus the number of cycles (N) to
failure, as in Fig. 11.35, which are called S–N curves [51, 52]. The stress S is the maximum stress in
the cycle. The definition of cycles to failure varies with individual researcher and can either be the
initiation of a small visible macrocrack or final failure of the test specimen [52].
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Fig. 11.35 S–N fatigue curves for a 0.21% C steel in air and in 3% NaCl [51]

Figure 11.35 shows S–N curves for a 0.21% C steel in air and in 3% NaCl [51]. In a given
environment, failure does not occur if the stress is held below a critical value called the endurance
limit. The effect of the environment is to lower the endurance limit and thus make failure easier. The
S–N curves are not usually frequency dependent in air but are frequency dependent in a corrosive
environment. Corrosion fatigue is more pronounced at lower frequencies because the crack spends
more time in the local environment before the local electrolyte with its changes in solution chemistry
is replaced due to the pumping action of the opening and closing of the crack.

A second way of presenting corrosion fatigue data is in a plot of the crack growth per cycle,
da/dN, versus the range of the stress intensity factor, �K, where �K = Kmax – Kmin. This type of
plot is shown schematically in Fig. 11.36 [52]. This figure shows that the effect of the corrosive
environment is to increase the crack growth rate. In addition, the effect of the environment is most
prominent at the low �K values and is least effective at high �K values where mechanics is dominant
and where fast fracture occurs. Plots of da/dN vs. �K display a linear region:

da

dN
= C(�K)n (22)
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Fig. 11.36 Schematic plot of the fatigue crack growth per cycle, da/dN, vs. the range of the stress intensity factor,
�K, where �K = Kmax – Kmin [52]

where C and n are constants to be determined experimentally. Equation (22) is called the Paris
law [53]. The parameter n is a positive number and is usually between 2 and 4. For example, for
the corrosion fatigue of several precipitation-hardened stainless steels in seawater, n has a value of
approximately 2 [54].

Figure 11.37 shows experimental da/dN vs. �K curves in flowing seawater [55] for Al alloy 7475
(Al-5 Zn-2 Mg-1.5 Cu), 17-4 precipitation-hardened (PH) steel (Fe-16 Cr-4 Ni-3 Cu), and a high-
strength steel HY-130 (Fe-4 Ni with minor amounts of Cr, Mo, and Mn). As shown in Fig. 11.37, at
any given value of �K, the aluminum alloy has the greatest crack growth rate of the three alloys in
flowing seawater.

Protection Against Corrosion Fatigue

Preventative measures are similar to those for stress-corrosion cracking. These include [47] reducing
the stress on the component or annealing to relieve residual stress. Because corrosion fatigue is a
surface phenomenon, surface finish is of major importance, and procedures such as polishing to
smooth the surface eliminates stress concentration sites. As in the case of SCC, shot peening of the
surface is also useful for protection against corrosion fatigue because the surface is left in a state of
residual compression [52].

Corrosion fatigue resistance can also be improved by using corrosion inhibitors or coatings such
as nitride coatings. Steels containing chromium and molybdenum (which form nitrides) can be
treated by anhydrous ammonia to produce nitride surface layers having improved corrosion fatigue
resistance. Ion implantation of nitrogen into titanium surgical implants has been found to increase
the resistance to corrosion fatigue in simulated body fluids [56]. (Ion implantation as a surface
modification technique is discussed in Chapter 16 on “Special Topics in Corrosion Science”.)
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Corrosion fatigue can also be minimized by design considerations such as eliminating crevices
where corrosion can be initiated.

Cavitation Corrosion

Cavitation corrosion occurs when the flow of a corrosive liquid produces a localized low pressure
which leads to the formation of bubbles in the liquid. These low pressures necessary to form bubbles
can be caused by fluid flow across curved interfaces. The force of the collapse of these bubbles
involves creation of shock waves and high-velocity microjects [57, 58]. The impact of these waves
and jets against the metal surface causes a mechanical damage, which is intensified by the corrosive
effect of the liquid.

The mechanical damage is caused by continuous and local bombardment of the vapor bub-
bles against the metal surface, as depicted in Fig. 11.38. The collapse of the bubbles against the
metal surface destroys the passive film and removes underlying metal, as shown schematically in
Fig. 11.38(a) – (c). The metal surface may repassivate, but the process is repeated as in
Fig. 11.38(d)–(f). The appearance of cavitation is similar to pitting, but the pitted areas are closely
spaced and the surface is roughened considerably.

The pressure �P required to maintain a spherical bubble of radius r in a liquid having a surface
tension γ is given by the Young and Laplace equation [59]:

�P = 2γ

r
(23)
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Fig. 11.38 Schematic drawing of cavitation damage. A cavitation bubble in (a) collapses and destroys the oxide film
in (b) and the oxide film is reformed in (c). The process is repeated in steps (d)–(f). Redrawn from Ref. [47] with the
permission of The McGraw-Hill Companies

The magnitude of this pressure is given in the following calculation.

Example 11.2: A laboratory vibrating device used to study cavitation corrosion produces spherical
bubbles which are 20 μm in diameter [57]. Calculate the pressure difference across these bubbles.
Solution: The surface tension of water is 72 mJ/m2. Thus,

�P = 2(72 × 10−3J/m2)

10 × 10−6 m

�P = 14,400
J

m3

But 1 J = 1 N m, so that

�P = 14,400
N

m2
= 14,400 Pa = 0.0144 MPa

A small pressure of the order of 0.01 MPa is not sufficient to cause local deformation in a metal
as, for example, in a typical aluminum alloy, where the yield stress is 460 MPa (Fig. 11.21). Thus,
most of the mechanical damage to the alloy is produced by the hydrodynamic effects of the liquid
due to shock and microjets rather than by the simple collapse of the bubbles. The total pressure
inside a bubble is thus

P = Pexternal + 2γ

r
(24)

where Pexternal includes all the external effects on the bubble such as hydrodynamic effects plus the
effect of atmospheric pressure.

Cavitation corrosion is studied using a device which vibrates at high frequencies to produce cavi-
tating bubbles on the surface of a metal which is immersed in a liquid [60]. Engleberg and Yahalom
[61] were among the earliest to demonstrate that there is an electrochemical component to cavita-
tion damage. Figure 11.39 shows the effect of cavitation on the anodic polarization curve of a carbon
steel in a potassium hydrogen phthalate buffer of pH 4.0. Cavitation had no effect on the active region
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Fig. 11.40 Weight loss data for a nickel aluminum bronze alloy in seawater with and without cavitation [62]. Cathodic
protection reduces the weight loss for the cavitating solution. Reproduced by permission of NACE International

of the polarization curve but increased the current density in the passive region by a factor of 30.
Figure 11.40 shows rate loss data for a nickel aluminum bronze (80% Cu-9% Al-4.9% Fe-4.9% Ni-
1.2% Mn) in seawater with and without cavitation [62]. The effect of cavitation is to increase the
rate of metal loss, but this rate can be decreased by cathodic protection. Some investigators suggest
that the role of cathodic protection is to provide hydrogen bubbles which cushion the shock wave
produced by the cavitating bubbles [58].

Cavitation corrosion, like corrosion fatigue, is usually transgranular in nature [63]. In this regard
the metallurgical microstructure of the alloy is important because cracks can be initiated by the
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pile-up of dislocations. To prevent or delay this process, it is necessary to produce a large number of
very fine homogeneously dispersed obstacles, such as precipitates, grain boundaries, or needle-like
phases. Therefore surfaces containing a fine dispersion of a hard particle in a more ductile matrix
should improve the cavitation resistance. The high cavitation resistance of martensitic stainless steels
has been attributed to the limitation of dislocation motion by the fine platelets of the martensitic
phase [58, 63]. (Martensite is a hard and brittle carbon-containing solid phase found in certain steels.)

Cavitation corrosion can be minimized by several approaches [47, 58] including a change in
design to minimize hydrodynamic flow conditions, by providing smooth surfaces to preclude sites
for bubble initiation, by cathodic protection, and by alloy selection. Titanium alloys and Ni–Cr–Mo
alloys which form stable passive films exhibit good resistance to cavitation corrosion [58]. Various
compilations of cavitation corrosion data are available [47, 57, 64].

Erosion Corrosion and Fretting Corrosion

Erosion corrosion is the attack of a metal caused by the movement of a corrosive liquid against the
metal surface. The velocity of the fluid plays an important role in erosion corrosion and increases
in velocity generally lead to increases in erosion corrosion. Turbulent flow results in an increased
contact of the liquid with the metal surface compared to laminar flow, as depicted in Fig. 11.41, and
causes more damage than laminar flow. For instance, increased corrosion at the inlet ends of tubing
is due to turbulent flow at the inlet side (as compared to laminar flow further down the pipe.)

Laminar Turbulent

Fig. 11.41 Schematic diagram of laminar flow vs. turbulent flow in a pipe (The direction of flow is from left to right)

Protective measures [47] include design considerations, materials selection, or the addition of
inhibitors. Design considerations include reduction of surface velocity and turbulence by measures
such as larger radius elbows, larger pipe diameters, or gradual changes in flow channel dimensions.
Materials selection involves the use of passive alloys, such as stainless steel or titanium, which have
increased resistance to erosion corrosion relative to plain carbon steels [47].

Fretting corrosion is caused by the slight periodic motion of two surfaces rubbing against each
other and is due to the combined effects of wear and corrosion. The mechanical damage is caused
by the abrasive rupture of the oxide film and dislodgement of metal particles which themselves are
eventually turned into oxide particles that accumulate between the two moving metal surfaces. These
oxide debris particles act as abrasives which continue to add to the mechanical wear. With continuing
mechanical motion, the passive film again breaks down, and the process repeats itself.

Fretting corrosion can be reduced by various measures [40, 47]. These include the use of lubri-
cants which reduce friction and also act as corrosion inhibitors, reducing the load between fretting
surfaces, the use of elastomer gaskets between the abrading surfaces, and the use of wear-resistant
alloys (such as cobalt-based alloys).
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The key scientific issues for both erosion corrosion and fretting corrosion involve passive film
breakdown and repassivation (or lack thereof) in the presence of the mechanical disruption caused
by either fluid flow or wear.

Problems

1. Explain why the parameter KIscc, which arises from fracture mechanics, can vary with the
electrode potential.

2. Calculate the stress intensity factor KI for a high-strength steel having a yield stress of
1,470 MPa and a thumbnail-shaped crack of depth a =1.0 mm when the depth of the crack
is one-quarter the crack length and the alloy is loaded to one-half of its yield stress.

3. Show that KI for a cantilever beam specimen as given in Fig. 11.16 has the units of MPa√m.
4. If a high-strength steel has a critical stress intensity factor of 20 ksi√in. in seawater, what is the

longest crack length that can be tolerated if the structure is loaded to a stress of 50 ksi. Assume
a center crack in an infinite sheet.

5. The following data are for the stress-corrosion cracking of a titanium alloy in 3.5% NaCl [16].
The alloy had a yield stress of 104 ksi.

Time to fracture (min) Stress intensity factor KI(ksi√in.)

0.1 128
2.0 55
2.5 71
3.7 52
8.1 56
150 53
655 49
No break in 1,380 min 47

(a) Plot these data to graphically determine the critical stress-intensity factor, KIscc.
(b) For an edge crack which is 0.20 in. long (a = 0.20 in.) in a plate of the alloy which is

10.0 in. wide, what is the maximum external stress which can be applied without causing
fracture in the 3.5% NaCl solution?

(c) Suppose that the value of the external stress found in Part (b) above is applied to a specimen
containing a thumbnail-shaped crack where the crack length is the same as in Part (b) above
(2b = 0.20 in.). The crack depth a is given by a/b = 0.5. Will fracture occur in this case?

6. Calculate the safe-zone plot for an aluminum alloy in a corrosive environment when the critical
stress intensity factor is 13 MPa √m, the threshold value for fracture (for smooth specimens)
is 48 MPa, and the yield stress of the alloy is 410 MPa. Assume a center crack in an infinite
specimen. Indicate regions on the diagram where smooth specimens are immune to fracture,
where cracked specimens are immune to fracture, and the overall fracture-safe zone.

7. Based on the effect of electrode potential on KIscc for HY-130 steel as given in Table 11.5,
suggest a possible mechanism for stress-corrosion cracking in 3.5% NaCl.

8. The rate of crack growth (v) of a titanium alloy in 0.6 M NaCl at –300 mV SCE was observed to
be 0.010 cm/s [34]. The crack had the geometry shown below [66]. Calculate the current density
required for this crack growth rate if the crack growth is due to anodic dissolution. Assume that
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the anodic current is due to the reaction:

Ti→ Ti3+ + 3e−

The density of Ti is 4.5 g/cm3 and the atomic weight is 47.87 g/mol.
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9. If the effect of an applied current on the time to failure in stress-corrosion cracking is as shown
below, what can you say about the mechanism of SCC at the open-circuit potential (zero applied
current)?

Applied Current

Cathodic Anodic

Time to Failure

0

10. In what ways is corrosion fatigue similar to stress-corrosion cracking? In what ways do these
two forms of localized corrosion differ?

11. For a precipitation-hardened stainless steel in seawater, the constants in the Paris Law, i.e., Eq.
(22), are C = 1.6 × 10–9 (MPa)–2 and n = 2 [54]. How many cycles will it take for a crack to
grow by 1.0 mm if �K = 20 MPa√m?

12. How are cavitation corrosion, erosion corrosion, and fretting corrosion similar to each other?
How do they differ from each other?

13. Suppose that you have access to a high-velocity flume of a liquid which enables you to study
erosion corrosion. Devise an experiment or test which will determine the effect of electrode
potential on the total erosion-corrosion damage.
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Chapter 12
Corrosion Inhibitors

Introduction

Several different methods of corrosion protection have been considered so far in this text. These
methods can be classified as ones of changing the electrode potential of the metal surface or of
changing the nature of the metal itself. Cathodic protection and anodic protection are two methods
of corrosion control by changing the electrode potential. The nature of the metal can be changed
through the use of metallic coatings (sacrificial or noble) or by material selection in which a
corrosion-resistant alloy is chosen over a less corrosion-resistant one. Very often, however, mate-
rial selection is not an option due to the requirements of retaining some other desirable property
(such as mechanical strength), or is prohibited by cost. In such cases, altering the environment by
the use of corrosion inhibitors then becomes a possible means of corrosion control.

A corrosion inhibitor is any chemical substance which when added to a solution (usually in small
amounts) increases the corrosion resistance. Corrosion inhibitors modify electrochemical reactions
by their action from the solution side of the metal/solution interface, and the increase in corrosion
resistance can be measured by various parameters. In uniform corrosion, the rate of general corrosion
decreases from some value io (without the inhibitor) to an inhibited value i, and the percent inhibition
(% I) is given by

%I = io − i

io
× 100 (1)

In pitting, the use of inhibitors raises the pitting potential but may also decrease the pit growth
rate and the number of corrosion pits per unit area. In crevice corrosion, inhibitors usually decrease
the propagation rate of crevice corrosion. In stress-corrosion cracking, inhibitors can increase the
time to failure by increasing the time to crack initiation and/or by decreasing crack growth rates.

Corrosion inhibitors are used in various industrial applications, including potable (drinking)
water, cooling water systems, automobile engine coolants, acid pickling (cleaning) solutions, to
protect reinforcing steel bars in concrete, and in oil recovery and storage. Various applications and
the inhibitors used are listed in Table 12.1. Inhibitors are also used in the surface treatment of met-
als to improve the corrosion resistance (chromates on aluminum alloys or galvanized steel) or to
improve their paint adhesion (phosphates on autobody steel sheet). Corrosion inhibitors can also be
incorporated into paints or organic coatings.

A growing interest in corrosion inhibitors is illustrated by the increasing number of published
articles in the corrosion literature. Hackerman [5] noted the following:

357E. McCafferty, Introduction to Corrosion Science, DOI 10.1007/978-1-4419-0455-3_12,
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Table 12.1 Some industrial applications of corrosion inhibitors [1–4]

Application Inhibitors

Potable (drinking) water CaCO3 deposition
Silicates
Polyphosphates

Recirculating cooling water Chromates
Nitrates
Polyphosphates
Silicates
Zinc salts
Benzotriazole (for copper)

Automotive engine coolant systems
(ethylene glycol/water)

Borax–nitrite mixtures
Sodium mercaptobenzothiazole
Benzotriazole

High-chloride solutions (seawater,
refrigerating brines)

Chromates
Sodium nitrite
Chromate–phosphate mixtures

Acid pickling (cleaning mixtures) Various amines
Pyridine
Quinoline
Mercaptans
Phenylthiourea

Oil recovery Primary, secondary, tertiary amines
Diamines
Amides
Polyethoxylated amines

Steel-reinforced concrete Calcium nitrite
Sodium benzoate

Surface treatment of metals
Aluminum aircraft components and

galvanized steel
Chromates

Autobody steel sheet Phosphates

• The first issue of Chemical Abstracts (published in 1907) contained no references to corrosion
inhibition.

• The first such reference appeared in 1909 followed by a handful of references in each of the next
few issues.

• The number of references on corrosion inhibition had grown to 280 by the 50th Edition (1956)
and in 1990, the number of entries was voluminous.

This trend can be seen in Fig. 12.1, which records the number of listings for a computerized
search using the ISI Web of Science R© and the keywords “corrosion and (inhibition or inhibitor)”.
As can be seen in Fig. 12.1, there is an explosion of entries for the time frame 1990–1999, and the
number of entries for the 9 years from 2000 to 2008 is double that for the previous 10 years.

This chapter will draw on selective examples from the vast amount of work which has been done
but will focus primarily on the fundamental aspects of corrosion inhibition.

The mechanisms of corrosion inhibition are different for acidic and neutral solutions. In acid solu-
tions, natural oxide films initially present on the metal surface are dissolved away so that inhibitors
then interact directly with the metal surface. In neutral solutions, the system is more complex because
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the metal surface is oxide covered and also because dissolved oxygen may participate in the elec-
trode reaction. Both types of solutions are addressed in this chapter. Most of this chapter deals with
corrosion inhibition in aqueous solutions, although vapor-phase inhibitors are also considered.

Types of Inhibitors

Inhibitors can be classified in several different ways. The two main types are (i) adsorption inhibitors
and (ii) film-forming inhibitors.

Adsorption inhibitors form a chemisorptive bond with the metal surface and impede ongoing
electrochemical dissolution reactions. Most organic inhibitors are chemisorption-type inhibitors. For
example, Fig. 12.2(a) shows schematically that an aliphatic organic amine has an electron pair on the
nitrogen atom which is available for donation to the metal surface. In addition, the hydrocarbon tails
of the molecule are oriented away from the interface toward the solution so that further protection
is provided by the formation of an array of hydrophobic hydrocarbon tails located on adjacently
adsorbed amines. This hydrophobic network serves to keep water molecules and aggressive anions,
such as Cl−, away from the metal surface, as shown in Fig. 12.2(b)

There are two types of film-forming inhibitors: (i) passivating inhibitors and (ii) precipitation
inhibitors. As implied by their name, passivating inhibitors function by promoting the formation
of a passive film on the surface. Passivating inhibitors may be oxidizing or non-oxidizing agents.
(Oxidizing agents themselves are reduced in the process of oxidizing another molecule). Chromates
are typical oxidizing inhibitors, and with iron or steels, the chromate ion is reduced to Cr2O3 or
Cr(OH)3 on the metal surface to produce a protective mixed oxide of chromium and iron oxides
[6]. Adsorption is also important with oxidizing inhibitors because they are usually adsorbed on
the metal surface prior to their reduction and formation of the passive film. Non-oxidizing passi-
vators like benzoates, azelates, and phosphates also first adsorb on the surface before forming the
passive film.
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With precipitation inhibitors, a precipitation reaction between cations of the corroding metal and
the inhibitor deposits a three-dimensional barrier film on the metal surface. Such a film is formed
when the solubility product is exceeded for the salt formed between the cations of the metal and the
anions of the inhibitor. Phosphates and silicates are examples of precipitation-type inhibitors.

From another point of view, inhibitors can be classified as anodic, cathodic, or mixed inhibitors,
depending on which partial electrochemical reaction is affected. As examples, chromates are
anodic inhibitors, some phosphates are cathodic inhibitors, and most organic compounds are mixed
inhibitors.

Acidic Solutions

Much of the information about the mechanisms of corrosion inhibitors has evolved from the study
of acidic solutions. The reason is that the dissolution of air-formed surface films allows focus on the
direct interaction between the inhibitor and the cleaned metal surface. Another simplification often
made in mechanistic studies is that the solution is de-aerated so that oxygen does not participate in
the electrode reaction and the cathodic reaction is restricted to hydrogen evolution. However, the
effect of dissolved oxygen in acidic solutions does not appear to be important until the pH is as high
as 2–4 [7].

Despite these simplifications, the general results for acidic solutions have considerable practical
application. Corrosion inhibitors are used in a variety of acidic environments, including commercial
pickling (cleaning) processes, in the storage and transport of acids, in oil and gas production, in the
pulp and paper industry, and in the cleaning of corroded metal artifacts. In addition, corrosion inhi-
bition in de-aerated acidic solutions serves as a scaled-up model for the inhibition of the propagation
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of localized corrosion processes, such as crevice corrosion, pitting, and stress-corrosion cracking,
where the internal local electrolyte becomes both acidic and depleted in oxygen.

The most important act of the inhibitor in acid solutions is to chemisorb on the metal surface. The
process of chemisorption and factors which affect it are discussed below.

Chemisorption of Inhibitors

Chemisorption involves an actual charge transfer or charge sharing between the inhibitor molecule
and the metal surface. By interacting with metal surface atoms, the chemisorbed inhibitor inter-
feres with metallic dissolution. The simplest picture is one of a blockage of active surface sites,
but this view is not quite complete. Like all adsorbed species, chemisorbed molecules have a cer-
tain residence time at the surface and thus play a dynamic role by participating in a number of
adsorption–desorption steps.

The main characteristics of chemisorption are the high heats of adsorption, persistence, and
specificity. Table 12.2 compares the process of chemisorption with physisorption (i.e., physical
adsorption), a more general type of adsorption but one involving weaker interactions.

Table 12.2 Comparison of chemical adsorption (chemisorption) and physical adsorption (physisorption) [8]

Physisorption Chemisorption

Type of electronic
interaction

Van der Waals or
electrostatic forces

Charge transfer or charge sharing

Reversibility Adsorbed species readily
removed by solvent
washing

Adsorption is irreversible, more
persistent

Energetics Low heat of adsorption,
<10 kcal/mol
(40 kJ/mol)

Higher heat of adsorption,
>10 kcal/mol (40 kJ/mol)

Kinetics Rapid adsorption Slow adsorption
Specificity Adsorbed species

relatively indifferent to
identity of surface

Specific interaction, strong
dependence on identity of
surface

Chemisorption-type inhibitors usually contain N, S, or O atoms; and chemisorption occurs
through the donation of electrons from these atoms to the metal surface, as shown in Fig. 12.2
for a primary amine. In a homologous series differing in the identity of the donor atom, the order of
corrosion inhibition is

-Se > -S > -N > -O

Increasing inhibition

Increasing electronegativity  

The order of corrosion inhibition is the reverse order of the electronegativity of these atoms. For
instance, sulfur compounds are usually better corrosion inhibitors than are their nitrogen analogs
because a S atom is less electronegative than a N atom (is less effective in drawing electrons to itself),
so S is a better electron donor than is N. (It should be noted that sulfur and selenium compounds are
less soluble than the corresponding nitrogen compounds).
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Direct evidence for the chemisorption of corrosion inhibitors has been gained through many stud-
ies which have utilized various techniques such as radiotracer measurements, infrared spectroscopy,
and modern surface analytical techniques such as X-ray photoelectron spectroscopy (XPS), among
others.

Effect of Inhibitor Concentration

The inhibitor efficiency (% I) increases as the concentration of the dissolved inhibitor increases.
Figure 12.3 shows polarization curves for iron in 6 M HCl containing various amounts of the diamine
NH2(CH2)3NH2 [9, 10]. It can be seen in Fig. 12.3, as well as in Fig. 12.4, that the corrosion rate
decreases (and % I increases) with increasing concentration of the diamine.

Fig. 12.3 Polarization curves for iron in 6 M HCl with NH2-(CH2)3-NH2 inhibitor. The numbers on the figure refer
to the concentration of the diamine [9, 10]. Reproduced by permission of ECS – The Electrochemical Society

With increased concentration of inhibitor, the corrosion rate decreases because the adsorption
of the inhibitor also increases, as shown in Fig. 12.5(a). Figure 12.5(a) illustrates schematically
an adsorption isotherm, which relates the concentration of the inhibitor in solution to the amount
of inhibitor taken up by the surface. For chemisorption-type inhibitors, the maximum fraction of
the surface able to be covered is one monolayer (i.e., one molecular layer). When this coverage is
reached, the corrosion rate attains its minimum value, and further increases in inhibitor concentration
do not produce any further decrease in the corrosion rate, as shown in Fig. 12.5(b).

There are several different types of adsorption isotherms, and these are discussed later in this
chapter.
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Fig. 12.5 Schematic diagram showing the correlation between (a) the adsorption isotherm of an inhibitor and (b) the
corrosion rate

Chemical Factors in the Effectiveness of Chemisorbed Inhibitors

The chemisorption of organic molecules, and accordingly their effectiveness as corrosion inhibitors,
is influenced by three principal chemical factors. These are (i) the electron donor ability of the
molecule, (ii) the size of the molecule, and (iii) its solubility [9–13].
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A first estimate of the ability of a molecule to act as an electron donor is given by its base strength.
(Stronger bases are better electron donors than are weak bases). Organic bases are protonated in
acidic solutions:

RNH2 + H+ → RNH+3 (2)

but as the amine approaches the metal surface, the molecule loses its proton so that the lone pair of
electrons on the nitrogen atom can interact with the metal surface. The base strength is usually given
in terms of the acid dissociation constant Ka for the reverse of Eq. (2):

Ka = [RNH2][H+]

[RNH+3 ]
(3)

or by

pKa = log
1

Ka
(4)

The greater the value of pKa, the greater the base strength, as shown in Appendix G. A greater
base strength, in turn, means that there is a greater tendency for electron donation and chemisorption.

Figure 12.6 shows pKa values for a series of aliphatic (straight chain) carboxylic acids and
aliphatic amines. The pKa values for the amines are much higher than those for the carboxylic acids.
Thus, an aliphatic amine is a better Lewis base (electron donor) than is the corresponding carboxylic
acid and accordingly is a better adsorption-type corrosion inhibitor.
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Fig. 12.6 The acid dissociation constant pKa for a homologous series of amines and carboxylic acids. (Larger values
of pKa indicate a greater base strength)
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A second factor in determining the effectiveness of a chemisorbed organic inhibitor is the molec-
ular size. In general, the larger the molecular area, the better the inhibitor (other factors being equal).
However, with very large molecules (such as polymers), there may be steric hindrance problems
when a large molecule attempts to fit onto a surface already partially occupied with previously
adsorbed molecules. Thus, complete coverage of the surface by large molecules may sometimes
be difficult to achieve.

The third factor affecting chemisorption, and thus inhibition, is the solubility of the organic
molecule. Less soluble molecules have a greater tendency to be adsorbed than soluble molecules.
This is illustrated in Fig. 12.7, which depicts adsorption isotherms for compounds of two differ-
ing solubilities. For a fixed concentration (C∗), the less soluble compound is further along in its
adsorption isotherm and has a correspondingly greater coverage of adsorbate on the metal surface.

Inhibitor 2
(more soluble)

Inhibitor 1
(less soluble)

A
m

ou
nt

 A
ds

or
be

d

Concentration of Inhibitor
C*

Csat (1) Csat (2)

Fig. 12.7 Adsorption isotherms (schematic) for two compounds of differing solubility (Csat). At a fixed concentration
C∗, the compound of lesser solubility has the greater relative coverage on the metal surface

The interplay of these three factors is illustrated in a study on the corrosion inhibition of primary,
secondary, and tertiary amines (RNH2, R2NH, and R3N, respectively) in sulfuric acid [14]. Their
results are shown in Fig. 12.8 for a fixed concentration of inhibitor (0.1 mol%). These results show
the following:

(1) The inhibitor efficiency follows the order

R3N > R2NH > RNH2

(2) Within a given series (primary or secondary or tertiary amines), the inhibition efficiency
increases with increasing chain length.

Figure 12.8 also indicates pKa values for various amines. There are only small differences in
pKa values in passing from a primary to secondary to tertiary amine. However, another measure of
the base strength can be obtained though the use of Taft induction constants σ ∗ [15]. These con-
stants indicate the electron-withdrawing or electron-donating ability of various constituent groups.
Selected values of Taft induction constants are given in Table 12.3. Electron-withdrawing groups
have positive values of σ ∗, and electron-donating groups have negative values of σ ∗. Taft constants
apply to aliphatic compounds only (linear or cyclic).
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Table 12.3 Values of some
Taft substituent constants σ ∗
[15]

Substituent Taft σ ∗

NO2 +4.0
Cl +2.96
COOH +2.08
CONH2 +1.68
SH +1.68
CH3CO +1.65
OH +1.34
NH2 +0.62
C6H5 +0.60
H +0.49
ClCH2CH2 +0.38
C6H5CH2 +0.22
CH3 0.00
C2H5 −0.10
n-C3H7 −0.12
n-C4H9 −0.13
Cyclohexyl −0.15
n-C5H11 −0.25
(CH3)3C −0.30

Example 12.1: Use the Taft induction constants in Table 12.3 to compare the electron-donating
properties of C2H5NH2, (C2H5)2NH, and (C2H5)3N

Solution: For C2H5NH2:

�σ ∗ = σ ∗(C2H5)+ 2σ ∗(H)
�σ ∗ = −0.10+ 2(0.49) = 0.88
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For (C2H5)2NH:

�σ ∗ = 2σ ∗(C2H5)+ σ ∗(H)
�σ ∗ = 2(− 0.10)+ 0.49 = 0.29

For (C2H5)3N:

�σ ∗ = 3σ ∗(C2H5)
�σ ∗ = 3(− 0.10) = −0.30

Thus, the electron-donating ability increases in the order

(C2H5)3N > (C2H5)2NH > C2H5NH2

and the tertiary amine is the strongest base of the three.

Figure 12.9 shows the data in Fig. 12.8 re-plotted in terms of the summed Taft constants �σ ∗
for each amine. It can be seen clearly that for a given homologous series (given n), the inhibi-
tion efficiency is greatest for the tertiary amine, which also has the greatest tendency to donate
electrons.
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Fig. 12.9 Data in Fig. 12.8 re-plotted in terms of the summed Taft constants �σ ∗. Drawn from data in [14] by
permission of Plenum Press (Springer)

Within a given series (primary or secondary or tertiary amine), the inhibitor efficiency increases
with increasing size of the molecule. The larger molecules cover a larger portion of the surface and
also have decreased solubility as the molecular weight increases.

Involvement of Water

When a metal is immersed into an aqueous solution, the metal surface becomes covered with water
molecules. In order to adsorb onto the metal surface, the organic molecule must first displace these
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adsorbed water molecules. The adsorption of organic molecules from aqueous solutions is thus a
replacement reaction [16].

Org (soln)+ nH2O (ads)→ Org (ads)+ nH2O (soln)

where “soln” and “ads” refer to the aqueous and adsorbed phases, and n is the number of water
molecules which must be desorbed from the metal surface to accommodate the organic molecule.
If an aliphatic (straight-chain) amine adsorbs in the vertical configuration, as in Fig. 12.2, then two
water molecules must first be desorbed because the cross-sectional areas are about 10 Å2 for H2O
and 24 Å2 for aliphatic amine.

The overall free energy of adsorption �Gads involves both organic and water molecules:

�Gads = �GOrg
ads − n�GH2O

ads (5)

where �Gorg
ads and �GH2O are the free energies of adsorption per mole of the organic compound

and water, respectively. See Problem 12.7. Free energies (and heats) of adsorption are less for elec-
trode processes than for adsorption from the vapor phase because of this involvement of pre-adsorbed
water. Adsorption from solution and from the vapor phase is related by a thermodynamic cycle [16],
as shown in Fig. 12.10.

Organic (soln) + n H2O (ads)  Organic (ads) + n H2O (soln)

n H2O (vapor)

Organic (vapor)

Hads  

Org, v

n Hads

H
2

O, v

ΔHads
Org, soln

Δ

Δ

Fig. 12.10 Thermodynamic cycle relating the heat of adsorption of an organic molecule from an aqueous solution
�Hads

Org, soln and the heats of adsorption of the organic molecule �Hads
Org,v and of water �HH2O,v

ads from the vapor
phase [16]

Heats of adsorption in electrode processes are difficult to measure directly but can be calculated
from such thermodynamic cycles or by fitting of adsorption data to special adsorption isotherms
based on these cycles [17]. The free energies of adsorption of various organic molecules from solu-
tion onto metal surfaces are of the order of 4–7 kcal/mol (∼30 kJ/mol) [16–19] rather than of the
order of 25 kcal/mol (∼100 kJ/mol), which is expected for adsorption directly from the vapor phase.
See Table 12.4.

In addition to affecting the adsorption of corrosion inhibitors, water molecules also participate in
charge transfer, i.e., corrosion reactions. The corrosion of iron in acidic solutions proceeds through
a series of steps in which water molecules adsorbed on metal atoms aid in the dissolution of the
metal atom, as will be seen in Chapter 16. Thus, replacement of adsorbed water by adsorbed organic
molecules alters the kinetics of anodic dissolution reactions in acid solutions.
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Table 12.4 Free energy of adsorption of various organic compounds from aqueous solutions onto metals

Organic compound Metal
�Go

ads
(kJ/mol) References

n-Decylamine Nickel −28.5 Bockris and Swinkels [16]
Iron −27.6
Copper −30.5
Lead −25.9

n-Hexyl alcohol Mild steel −16.3 Smialowski and Wieczorek [17]
n-Hexyl amine −20.5
n-Octyl alcohol −22.6
n-Octyl amine −23.8
Naphthalene Nickel −25.1 Bockris et al. [18]

Iron −29.3
Copper −29.3

ω-Benzoyl alkanoic acid Iron −25.8 Kern and Landolt [19]
N-Ethyl morpholine −28.7

Competitive vs. Co-operative Adsorption

When the solution contains adsorbable anions, such as Cl− (or I−), organic inhibitors must compete
with these ions for sites on the metal surface. This process of competitive adsorption is depicted in
Fig. 12.11. In this type of adsorption, the protonated inhibitor loses its associated proton on entering
the electrical double and chemisorbs by donating electrons to the metal, as discussed earlier.

The inhibitor can adsorb in another manner, as shown in Fig. 12.11. The protonated inhibitor
can electrostatically adsorb onto the halide-covered surface through its hydrogen ion. Evidence for
this latter type of adsorption is provided by cases in which the presence of certain anions increases
the efficiency of an organic inhibitor. For instance, Fig. 12.12 illustrates a synergistic effect of n-
decylamine and Br− ions on the corrosion of mild steel in phosphoric acid [20]. The amine plus the
bromide ion together are more effective than either alone in inhibiting corrosion. Other cases which
imply co-operative adsorption between halide ions and organic inhibitors have been reported [21].

Fig. 12.11 (a) Competitive adsorption and (b) co-operative adsorption between a chloride ion and an organic
inhibitor. Reproduced by permission of © NACE International 1974
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Fig. 12.12 Synergistic effect of Br− ions and n-decylamine on the corrosion inhibition of mild steel in 3 M phosphoric
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Effect of the Electrical Double Layer

The electrical double layer (edl), which was introduced in Chapter 3, is important in corrosion inhibi-
tion because it plays a role in the adsorption of organic molecules. Organic molecules must enter the
electrical double layer to adsorb at the metal surface (for both competitive and co-operative adsorp-
tion). Intrusion of organic molecules into the edl changes both its composition and its structure. See
Fig. 12.13. The adsorption of a long-chain organic molecule increases the thickness l of the edl and
the presence of an organic molecule in the edl also decreases the effective dielectric constant ε of
the edl. Thus the capacitance of the edl per unit area Cdl given by

Cdl = ε

l
(6)

decreases with the adsorption of the organic molecule. In measuring Cdl, the faradaic processes, e.g.,
metal corrosion reactions, must be separated from the double layer properties. This can be done by
using an experimental technique called the single current pulse method, in which the electrical dou-
ble layer is charged quickly before the response due to slower faradaic processes is observed. More
details as to this method are given in Fig. 12.14. The single pulse technique is effective in measur-
ing the double layer capacitance, although double layer capacitances are frequently measured using
AC impedance techniques. AC impedance techniques and their applications are treated separately in
Chapter 14.

Figure 12.15 shows double layer capacitance–potential plots for iron in 6 M HCl with and with-
out added NH2(CH2)11NH2 [9, 10]. The decrease in Cdl upon addition of the inhibitor shows that
the diamine is adsorbed. Moreover, addition of the inhibitor leads to a general decrease in Cdl for
potentials in both anodic and cathodic directions. Thus, the diamine is a mixed inhibitor because
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Fig. 12.13 The electrical double layer at the metal/solution interface showing the adsorption of an organic molecule.
IHP refers to the inner Helmholtz plane and OHP refers to the outer Helmholtz plane
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Fig. 12.14 (a) The single current pulse technique for measuring double layer capacitance. (b) The experimental setup
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it affects both anodic and cathodic partial reactions. At cathodic overvoltages, Cdl rises due to the
adsorption of H+ ions, and at anodic overvoltages, it rises due to the adsorption of Cl− ions.

The Potential of Zero Charge

As discussed in Chapter 3, the metal side of the metal/solution interface can have an excess or a
deficiency of electrons. Thus, the metal surface can have a negative or a positive charge, respectively.
In the former instance, positive charges are attracted to the surface and in the latter instance, negative
charges will be favored. Between these two cases, there is an electrode potential at which the surface
has zero charge, and this potential is called the potential of zero charge (pzc). The closer a metal
is to its pzc, the easier it is for neutral organic molecules to adsorb onto the metal surface. This
is especially true for those organic molecules which do not chemisorb strongly and would not be
favored in competitive adsorption with other surface-active solution species, such as Cl− ions.

Table 12.5 lists pzc values for various metals [22, 23]. These values are not always invariant
quantities for any given metal and vary somewhat with the nature of the solution, especially if the
solution contains adsorbable anions. But the idea is that above (more positive than) the pzc, the
adsorption of negatively charged species is favored, and below (more negative than) the pzc, the
adsorption of positively charged species is favored.

From Table 12.5, the pzc for iron is −0.40 V vs. SHE or −0.64 V vs. SCE. The open-circuit cor-
rosion potential of iron in the HCl solutions containing the C11-diamine is approximately −0.46 V
vs. SCE (Fig. 12.15). Thus, the open-circuit corrosion potential for iron is more positive than the pzc
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Table 12.5 Potentials of zero charge Epzc for various metals [22, 23]

Metal Epzc (V vs. SHE) Solution

Cadmium −0.72 0.01−0.001 N NaF
−0.70 0.005 N KCl

Zinc −0.62 to −0.65 1 N H2SO4
−0.60 0.02 N Na2SO4 + H2SO4

Lead −0.56 0.01−0.001 N NaF
−0.64 0.01 N Na2SO4

Aluminum −0.52 0.01 M KCl
Chromium −0.45 0.1 M NaOH
Tin −0.46 0.001 N KClO4

−0.38 0.01 N KCl
Iron −0.40 0.003 N HCl

−0.37 0.001 N H2SO4
Cobalt −0.32 0.02 N Na2SO4, pH 1

−0.43 0.02 N Na2SO4, pH 3
Nickel −0.21 0.02 N Na2SO4, pH 1

−0.37 0.02 N Na2SO4, pH 5
0.0015 N HCl

−0.28 0.0015 N HBr
Copper −0.05 1 N Na2SO4

−0.03 0.02 N Na2SO4
+0.007 0.01 N KCl

Gold +0.15 1 N KCl
+0.23 0.02 N H2SO4

1 N NaClO4 + 0.001 N
+0.30 HClO4

– 0.7 – 0.6 – 0.4

Epzc (iron)

Ecorr

Evs. S.C.E.

Adsorption Adsorption 

of cations of anions

– 0.8 – 0.5

Fig. 12.16 Adsorption and the potential of zero charge. Epzc refers to the potential of zero charge for iron and Ecorr
to the corrosion potential of iron in 6 M HCl containing the C12-diamine

for iron. This means that there is a preponderance of negative ions (most likely Cl−) on the solu-
tion side of the interface. See Fig. 12.16. Thus, at the open-circuit corrosion potential, co-operative
adsorption of the protonated inhibitor is possible (in addition to competitive adsorption).

Effect of Molecular Structure

The molecular structure of the organic molecule is important in determining the effective-
ness of adsorption-type corrosion inhibitors. This is because molecular structure influences the
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electron-donating ability of the molecule and accordingly its adsorption and effectiveness as an
inhibitor. We have already begun to examine the role of molecular structure in earlier discussions
of the effectiveness of primary vs. secondary vs. tertiary amines. There have been many studies
on the effect of molecular structure on corrosion inhibition, and only a few examples are given
here.

In general, aliphatic amines are better inhibitors than are aromatic amines. Heterocyclic amines,
such as pyridine, are better inhibitors than are aromatic amines. The order of effectiveness for six-
membered rings is [11]

NH2NH2
N

aniline pyridine cyclohexylamine

  < <

The important factor here is that the base strength (i.e., the electron-donating ability) also
increases in this order. (These three compounds have similar molecular areas and solubilities).

The nature of substituents on aromatic rings influences the availability of electrons for formation
of chemisorptive bonds and thus are able to modify the effectiveness of organic inhibitors. This is
because the substituents in ring compounds exert inductive effects on electron-donating centers, such
as the –NH2 group. Electron-withdrawing substituents, like –Cl, will decrease the charge density
of electrons at the N atom resulting in increased adsorption and reduced protection. On the other
hand, electron-donating substituents like –CH3 will increase the availability of donor electrons at
the adsorbable atom so as to result in increased protection. A –CH3 group in the para position
has a greater inductive effect than a –CH3 group in the meta position. Thus, the order of inhibitor
effectiveness for substituted pyridines is [13]

N N

CH3

N

CH3

< <

Nobe and co-workers [24, 25] have shown that with ring-substituted organic molecules, the
inhibitor efficiency is linearly related to the Hammett σ constant [15]. The Hammett σ constant is a
measure of the ability of a substituted group on a ring to provide electrons (negative σ ) or to with-
draw electrons (positive σ ) from a ring structure. (The Hammett σ is similar to the Taft σ ∗ except
that the Hammett σ applies to ring structures only). Selected values of Hammett σ constants are
listed in Table 12.6. Electron-withdrawing groups have positive values of σ , and electron-donating
groups have negative values of σ .

Figure 12.17 shows that the corrosion rate of ring-substituted benzoic acids in acidic solutions
decreases with the ability of the substituent group to donate electrons to the ring [24]. A similar
effect was observed for substituted benzotriazole in which electron-donating groups also decreased
the corrosion rate [25].

There is another way in which changes in molecular structure can change the inhibitor effective-
ness, and that is by changes in spatial configuration, rather than in electron configuration. Studies
with polymer amines have shown that very short chains of adsorbable repetitive groups improve

(CH2)2 NN

HH
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Table 12.6 Values of some Hammett substituent constants σ [15]

Hammett σ

Substituent Meta Para

CH3 −0.07 −0.17
CH2CH3 −0.07 −0.15
CH(CH3)2 −0.07 −0.15
C(CH3)3 −0.10 −0.20
CN +0.56 +0.66
COOH +0.36 +0.43
CHO +0.36 +0.22
CONH2 +0.28 +0.36
CF3 +0.43 +0.54
NH2 −0.16 −0.66
NO2 +0.71 +0.78
OH +0.12 −0.37
OCH3 +0.12 −0.27
SH +0.25 +0.15
F +0.34 +0.06
Cl +0.37 +0.23
Br +0.39 +0.23
I +0.35 +0.28
H 0.00 0.00
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Fig. 12.17 Corrosion rates of inhibited iron in 0.5 M H2SO4 as a function of the Hammett sigma constant for ring-
substituted benzoic acid [24]. The concentration of the inhibitor was 0.02 M in each case. Reproduced by permission
of ECS – The Electrochemical Society

inhibitor effectiveness [26]. In a series of polymethylene amines, the order of inhibitor effectiveness
follows the following order:

4 units > 3 units > 2 units > monomer

The effect of ring strain was shown in studies [27–29] which compared secondary amines and
cyclic imines:
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Both sets of compounds are secondary amines, have similar molecular weights (within 2 mass
units), and similar molecular areas. Yet, the closed ring structures are more effective corrosion
inhibitors than are their branched chain analogs. This structure effect is most pronounced for rings
with 9–12 carbon atoms. This higher efficiency is due to the large strain in these rings, which is
relieved with the formation of a strong chemisorptive bond with the metal surface.

Adsorption Isotherms

As discussed earlier, an adsorption isotherm relates the concentration of the inhibitor in solution to
the amount of inhibitor taken up by the surface. The surface coverage of the inhibitor, in turn, is
important for chemisorption-type inhibitors, as shown in Fig. 12.5.

There are several types of adsorption isotherms, but the two most important ones which pertain
to corrosion inhibition are the Langmuir isotherm and the Temkin isotherm. The Langmuir isotherm
is given by

θ

1− θ
= KC (7)

where θ is the fraction of the surface covered by the inhibitor of concentration C, and K is a con-
stant (which includes the heat of adsorption of the inhibitor). The derivation of Eq. (7) is given
in Appendix H. The Langmuir adsorption isotherm results if the adsorbent is energetically homoge-
neous (all adsorption sites are equivalent) so that the heat of adsorption of the inhibitor is independent
of coverage. The test of the Langmuir isotherm is that plots of θ /(1−θ ) vs. C produce a straight line.
(Equivalently, plots of the logarithm of θ /(1−θ ) vs. the logarithm of C also produce a straight line,
as shown in Fig. 12.18 [30]).

Another test of the Langmuir adsorption isotherm follows from rearranging Eq. (7) as

C

θ
= 1

K
+ C (8)

A plot of C/θ vs. C will produce a straight line of unit slope if the Langmuir isotherm applies
[31, 32].

As stated above, the Langmuir adsorption isotherm assumes that the heat of adsorption of the
corrosion inhibitor �Hads is independent of fractional coverage of the inhibitor. Often this relation-
ship is not obeyed, but instead �Hads decreases with increasing coverage, as shown schematically
in Fig. 12.19. This decrease in �Hads arises from two sources. First, the corroding metal is energet-
ically heterogeneous due to its polycrystalline nature and to the presence of grain boundaries and
defects (See Fig. 2.5). Thus, the most active sites are the first ones to interact with the inhibitor and
are those which produce the greatest �Hads. Less active sites interact at higher coverages and with
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lesser values of �Hads. Second, lateral repulsive interactions between adsorbed molecules (or ions)
result in a decrease in �Hads with increasing coverage.

The second major adsorption isotherm, the Temkin adsorption isotherm, allows for a linear
decrease in the heat of adsorption with coverage.

�Hads = �Ho
ads − rθ (9)

where �Ho
ads is the heat of adsorption at near-zero coverages and r is the Temkin parameter. When

Eq. (9) is inserted into the Langmuir model in Eq. (7), the result is

θ

1− θ
= K′Ce−rθ/RT (10)
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Table 12.7 Comparison of Langmuir and Temkin adsorption isotherms

Langmuir Temkin

Assumption Homogeneous surface Heterogeneous surface
Heat of adsorption Independent of coverage Decreases linearly with coverage
Equation θ

1−θ
= KC

C
θ
= 1

K + C

θ = 2.303RT
r log C

+ 2.303RT
r log K′

Test of isotherm Linear plot of θ/(1−θ) vs. C Plot of θ vs. log C gives a linear portion
Linear plot of θ /C vs. C

where K′ is a constant. At intermediate coverages (0.3 < θ < 0.7), Eq. (10) gives

θ = 2.303 RT

r
log C + 2.303 RT

r
log K′ (11)

as shown in Appendix I. Thus, a test of the Temkin adsorption isotherm is that a plot of coverage
θ vs. the logarithm of inhibitor concentration C gives a straight line over a portion of the plot, as
shown in Fig. 12.20. Table 12.7 compares Langmuir and Temkin adsorption isotherms.

Direct experimental determination of adsorption isotherms during the actual corrosion inhibi-
tion process is difficult to determine but can be done using radiotracer, infrared, or quartz crystal
microbalance techniques. Alternately, the amount of adsorbed inhibitor can be inferred from double
layer capacitance measurements or from corrosion current densities. These indirect methods yield
relative, but not absolute, adsorption isotherms. The electrode surface can be modeled as being com-
posed of two parallel capacitors for the inhibitor-bare and inhibitor-covered portions added on a
coverage basis. The capacitance C is then

C = Co(1− θ )+ Csatθ (12)
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Fig. 12.20 Experimental adsorption isotherms for NH2(CH2)11NH2 onto iron in 6 M HCl [9, 10]
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where Co and Csat are the capacitances (per unit area) of the inhibitor-free and inhibitor-covered
surface, respectively, and θ is the coverage of the inhibitor. The value for Csat is that for which
further addition of the inhibitor causes no further decrease in capacitance. (While there is maximum
adsorption at such a concentration, there may not be complete monolayer coverage, and this must be
determined by other experimental methods). From Eq. (12)

θ = Co − C

Co − Csat
(13)

Similarly, the corrosion rate (i) can be given by the corrosion rates of two parallel reactions for
the uninhibited (io) and inhibitor-covered (isat) surfaces. That is

i = io(1− θ )+ isatθ (14)

or

θ = io − i

io − isat
(15)

Adsorption isotherms given in Fig. 12.20 were determined using Eqs. (13) and (15). Many sys-
tems of organic inhibitors have been observed to obey Temkin isotherms [9, 10, 21, 26, 33–35], and
not surprisingly so, given the heterogeneous nature of the surface of a corroding metal.

Nearly Neutral Solutions

The corrosion of metals in nearly neutral solutions (and open to the air) differs from that in
acidic solutions for two reasons. First, in acid solutions, the metal surface is oxide free, but in
neutral solutions, the surface is oxide covered. Second, in acid solutions, the main cathodic reac-
tion is hydrogen evolution, but in air-saturated neutral solutions, the cathodic reaction is oxygen
reduction.

Effect of Oxide Films

Corrosion inhibitors can interact strongly with a surface even if it is oxide covered. Table 12.8
compares the heats of adsorption �Hads for several small organic molecules onto the surfaces of
metals, oxides, or oxide films. The heats of adsorption are from the vapor phase so as to con-
sider the energy of interaction between the adsorbate and the surface without the complicating
effect of the solvent. The heats of adsorption in Table 12.8 are for near-zero coverages, so val-
ues of �Hads are those which pertain before �Hads begins to decrease with increasing coverage.
It can be seen that in some cases, the heats of adsorption onto the oxide or oxide-covered sur-
face are well within the range expected for a chemisorptive process. This strong interaction is
due to the interaction of dipoles in the organic molecule with cations or anions present in the
oxide surface. In addition, pi-bonding is also possible between benzene rings and the metal or
its oxides.

Table 12.8 also shows that water molecules are strongly adsorbed onto oxide surfaces or oxide
films. Thus, for oxide-covered surfaces, corrosion inhibitors in neutral solutions must also compete
with water molecules for adsorption sites, just as in the case for bare metal surfaces in acid solutions.
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Table 12.8 Heats of adsorption from the vapor phase at near-zero coverages for various small organic molecules or
water on metals, oxides, or oxide-covered metal surfaces

Adsorbate �Hads on metal (kJ/mol)
�Hads on metal oxide or
oxide film (kJ/mol) References

n-C3H7NH2 −226 (on nickel) −84 (on oxidized nickel) Yu et al. [36]
−105 (on copper) −96 (on oxidized copper)

n-C3H7OH −347 (on nickel) −138 (on oxidized nickel) Yu et al. [36]
−105 (on copper) −67 (on oxidized copper)

−200 (on Al2O3) Rossi et al. [37]
n-C3H7NH2 −138 (on iron) −188 (on oxidized iron) Yu Yao [38]
n-C4H9NH2 −144 (on iron) −186 (on oxidized iron)
n-C5H11NH2 −165 (on iron) −192 (on oxidized iron)
n-C6H13NH2 −172 (on iron) −213 (on oxidized iron)
(n-C3H7)2NH −128 (on iron) −183 (on oxidized iron)
(C2H5)3N −156 (on iron) −207 (on oxidized iron)
φ-CH3

a − −69 to −77 (on ZnO) Nakazawa [39]
−83 (on FeO)

φ-OHa − −131 (on ZnO) Nakazawa [39]
−140 (on FeO)

H2O −113 (on oxidized iron) Yu Yao [38, 40]
−134 (on α-Fe2O3)
−134 (on α-Al2O3)
−80 to −90 (on NiO) Matsuda [41]

D2O −89 (on ZnO) Nakazawa [39]
−65(on FeO)

aThe symbol φ denotes the benzene ring.

Because the metal surface is oxide-covered, the role of the inhibitor in neutral solutions is to make
oxide films protective and to keep them so. Oxidizing inhibitors, like chromates, react with the oxide-
covered surface and are incorporated into the passive film. With non-oxidizing inhibitors, however,
such chemical reactions do not occur. Phosphates, for example, are incorporated into the passive film
by exchange with surface oxide or hydroxide ions [42]. Other inhibitors, such as sodium azelate, are
not taken up as uniformly but instead function by repairing pores in oxide films by reacting there
with dissolved cations to form insoluble local precipitates [43].

Chelating Compounds as Corrosion Inhibitors

Chelating compounds are organic molecules with at least two polar functional groups capable of ring
closure with a metal cation. The functional groups may either be basic groups, such as –NH2, which
can form bonds by electron donation, or acidic groups, such as –COOH, which can co-ordinate after
the loss of a proton. An example of a chelate is shown in Fig. 12.21. The chelating molecule may
interact with metal ions which exist in the oxide film, or they may react with metal cations which
are first produced by metallic dissolution. In the latter case, a complex of high molecular weight and
low solubility is precipitated near the metal surface, and a barrier film is formed. Other chelating
agents include mercaptoacetic acids, 8-hydroxyquinoline, and ethylenediaminetetraacetic acid. In
each case, surface chelates are formed involving bonding between a surface cation and an oxygen, a
sulfur, or a nitrogen atom in the chelating molecule, as in Fig. 12.21 [44].



Nearly Neutral Solutions 381

H3C 

H3C 

–N –CH2 –C 

O
C=O

C11H23 C11H23

C11H23

OH
.. H3C –N –CH2 –C 

O
C=O

O–
+  H+..

M+n

CH2 HC

O
C=O

ON–

Metal

– – – C 

=

– –

=

– –

=

– –

=

– – –

O
=

– – –– – –– – –

=

–

=

–

Fig. 12.21 A sarcosine-type surface chelate [44]. Reproduced by permission of NACE International

It is well known that in bulk solutions, five-membered chelate rings are the most stable [45], and
it appears that this effect carries over to surface chelates as well. Steric requirements for surface
chelation are more restrictive than those for the bulk solution. Not all compounds which are capable
of forming chelates in the bulk solution are effective inhibitors. As an example, 2,2-bipyridine and
1,10-phenanthroline are classical chelating agents for ferrous ions in solution [45]. However, in
cooling water studies, the former provided no protection, while the latter did [44]. The differences
in corrosion inhibition are because the trans-2,2-bipyridine resists surface chelation, but the rigid
structure of the 1,10-phenanthroline is favorable for surface chelation, as shown in Fig.12.22 [44].

No inhibition

N

2-2' bipyridine

N N

1,10 phenanthroline 

Inhibition

N

M+n

Fig. 12.22 Steric effects in surface chelation [44]. Reproduced by permission of NACE International

Chelating compounds have been studied as corrosion inhibitors for steel in industrial cooling
waters [44, 46] and for zinc [47, 48] and aluminum [49, 50] in various environments. A current
interest in chelate inhibitors has been prompted by the search to replace chromate inhibitors with
compounds which are less toxic and less polluting.

Chromates and Chromate Replacements

Chromates (CrO4
2−) are excellent corrosion inhibitors when added to aqueous solution or if used to

treat metals to form corrosion-resistant “conversion” coatings. However, Cr6+ is a known carcinogen
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(the oxidation state of Cr is +6 in chromates). In addition, other toxic chemicals, such as cyanides
and fluorides, are used in chromate conversion solutions. Thus, environmental concerns have been
raised over the use of chromates and the disposal of their processing baths, and, accordingly, there
is an increased interest in finding or developing replacements for chromate inhibitors. However, a
lack of detailed fundamental understanding as to why chromates are such effective inhibitors has
complicated the search for chromate replacements.

As mentioned in Chapter 6, chromates are passivating-type inhibitors and are reduced to form
Cr2O3, which is incorporated into the passive film on the metal surface. The search for chromate
replacements has taken several directions. These include studies on

• compounds which are analogous to chromates, such as molybdates (MoO4
2−), tungstates

(WO4
2−), and vanadates (VO4

3− or VO3
− ) [51–55]

• phosphates (PO4
3−) [56, 57]

• cerium salts [58]
• “environment-friendly” inorganic coatings, such as hydrotalcite coatings (lithium aluminum

hydroxylated carbonate) [59]
• diamond-like coatings [60]
• ion beam surface modification [61] (see Chapter 16)
• natural products as corrosion inhibitors [62, 63]

The use of natural products (biological molecules) as corrosion inhibitors is discussed later in this
chapter.

Inhibition of Localized Corrosion

Pitting, crevice corrosion, and stress-corrosion cracking can all be mitigated by the use of corrosion
inhibitors. In pitting corrosion, the use of an inhibitor usually raises the pitting potential, whereas in
crevice corrosion, the inhibitor usually affects the propagation stage and reduces the current between
the crevice metal and the component of the metal outside the crevice. In stress-corrosion cracking,
inhibitors can increase the time to failure by increasing the time to initiation of cracks and/or by
decreasing the crack growth rate. Inhibitors can also increase the value of KIscc so as to increase the
resistance of specimens containing inherent flaws to SCC.

Examples of the inhibition of these various forms of localized corrosion are given below.

Pitting Corrosion

The effect of a corrosion inhibitor on pitting is usually to increase the pitting potential. This effect
has been shown previously in Fig. 10.22, where it was seen that increasing additions of sulfate ion
increase the pitting potential of 304 stainless steel in a chloride solution.

Two additional examples on the effect of capronate and chromate inhibitors on the pitting poten-
tial of iron are shown in Figs. 12.23 and 12.24 [64, 65]. For each inhibitor, the pitting potential
increases linearly with the logarithm of the inhibitor concentration. That is:

(
∂Epit

∂ log [I]

)
[A]
= constant (16)
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Fig. 12.23 (a) Pitting potential of iron as a function of capronate concentration (at a constant chloride concentration).
(b) Pitting potential of iron as a function of chloride concentration (no inhibitor present). Redrawn from [64] by
permission of Elsevier Ltd

where [I] refers to the concentration of inhibitive ion (capronate or chromate) and [A] refers to the
concentration of the aggressive ion (chloride). Figures 12.23 and 12.24 also show that at a con-
stant concentration of inhibitive ion (capronate or chromate), the pitting potential decreases with
increasing concentration of aggressive ion (chloride), according to the following equation:

(
∂Epit

∂ log [A]

)
[I]
= constant ′ (17)
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Fig. 12.24 (a) Effect of CrO4
2− concentration on the pitting potential of iron (at constant Cl− concentration).

(b) Effect of Cl− concentration on the pitting potential of iron (at constant CrO4
2− concentration) [65]

The relationship in Eq. (17) is similar to that seen previously in Fig. 10.21 for aluminum or type
304 stainless steel in chloride solutions but in the absence of a corrosion inhibitor.

Equations (16) and (17) can be explained on the basis of competitive adsorption between the
aggressive and the inhibitive ions [64–67]. That is, the aggressive and inhibitive ions compete for
adsorption sites on the oxide-covered metal surface. If adsorption of the inhibitive ion prevails, then
passive film formation ensues, the pit initiation process is stifled, and the surface must be polarized
to a higher electrode potential to initiate passive film breakdown and pitting. (That is, the pitting
potential is increased.)

The adsorption of either the inhibitive or the aggressive ions can each be described by Temkin
adsorption isotherms, but Eq. (11) must first be modified to take into account the fact that the
adsorbates are charged species. See Appendix J. For the aggressive ion:
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θA = 2.303 RT

rA
log [A]+ 2.303 RT

rA
log K′A +

zA FE

rA
(18)

where E is the electrode potential and zA is the charge on the aggressive ion. Similarly for the
inhibitive ion

θI = 2.303 RT

rI
log [I]+ 2.303 RT

rI
log K′I +

zI FE

rI
(19)

where zI is the charge on the inhibitive ion. Equations (18) and (19) combine to give

[(
θA

θI

)
zI

rI
− zA

rA

]
FE

2.303RT
= 1

rA
log [A]−

(
θA

θI

)
1

rI
log [I]

+ 1

rA
log K′A −

(
θA

θI

)
1

rI
log K′I

(20)

According to the competitive adsorption model of Uhlig and co-workers [66, 67], pitting initiates
at sites on the oxide-covered metal surface at some critical ratio of θA/θ I = θcrit. This does not mean
that adsorption of the aggressive ion (usually chloride) is sufficient to cause pitting but that the
ensuing processes of film breakdown and pit initiation occur when some critical amount of Cl− has
been taken up by the surface. Using a scanning Cl−-sensitive micro-electrode, Lin et al. [68] found
that chloride ions accumulated in Cl−-rich islands on the surface of 18-8 stainless steel. Recall that
in the pitting of aluminum, the amount of chloride taken up by the surface increases as the pitting
potential is approached, as was discussed in Chapter 10. Thus, when θA/θ I = θcrit, the electrode
potential is the pitting potential Epit:

θA

θI
= θcrit at E = Epit (21)

Taking differentials in Eq. (20) at a constant concentration of aggressive ion and subject to
Eq. (21) gives:

(
∂Epit

∂ log [I]

)
[A]
= −2.303 RT

F

θcrit

(
rA
rI

)

θcrit

(
rA
rI

)
zI − zA

= constant ′ (22)

The right-hand side of Eq. (22) is a constant so that Eq. (22) has the form of Eq. (16) and explains
the straight line observed experimentally in Figs. 12.23(a) and 12.24(a).

Taking differentials in Eq. (20) at a constant concentration of inhibitor ion gives:

(
∂Epit

∂ log [A]

)
[I]
= 2.303RT

F

1

θcrit

(
rA
rI

)
zI − zA

= constant (23)

The right-hand side of Eq. (23) is also a constant so that Eq. (23) has the form of Eq. (17) and
explains the straight lines observed experimentally in Figs. 12.23(b) and 12.24(b).

Moreover, the slopes in Fig. 12.23(a) and (b) have opposite signs, as predicted by Eqs. (22) and
(23). The same holds for Fig. 12.24(a) and (b).
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Fig. 12.25 (a) Crevice corrosion or inhibition of iron in 0.25-mm crevices as a function of the composition of the
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inhibition and that this minimum amount increases with increasing Cl− concentration. (b) Same data re-plotted as a
function of activities. Note that a single straight line separates the regions of corrosion and inhibition in part (b) [65].
Reproduced by permission of ECS – The Electrochemical Society

Crevice Corrosion

As discussed briefly in Chapter 10, chromates are also effective in reducing the crevice corrosion of
iron in chloride solutions. Figure 10.11 has shown that for a given Cl− concentration, the crevice
corrosion of iron is reduced dramatically by using increasing amounts of inhibitor. For more dilute
chloride solutions, a smaller concentration of chromate was required for protection, as was shown
in Table 10.2. Figure 12.25 summarizes the crevice corrosion results for many solutions of different
combinations of CrO4

2− and Cl− concentrations. In all instances, a critical minimum concentra-
tion of CrO4

2− is required for inhibition, given a certain concentration of Cl−. When the data in
Fig. 12.25(a) are re-plotted on the basis of activities rather than concentrations, a single straight line
results, as in Fig. 12.25(b). The borderline separating the regions of crevice corrosion and inhibition
is given by:

d log aCl−

d log aCrO−2
4

= constant′′ (24)

For CrO4
2−/Cl− solutions where crevice corrosion occurred, the electrode potential measured

within the crevice was always between −0.620 and −0.660 V vs. Ag/AgCl, regardless of the con-
centration of the bulk electrolyte, as shown in Fig. 12.26. As shown in Table 10.6, the electrode
potential of −0.620 to −0.660 V vs. Ag/AgCl is a value which is characteristic for iron in occluded
corrosion cells.

Equation (20) can be applied to the inhibition of crevice corrosion if it is assumed that there is
also a critical ratio θA/θ I which leads to the breakdown of the passive film within the crevice. When
θA/θ I = θcrit , then E= Eactive =−0.640 V±−0.020 V vs. Ag/AgCl= constant. Taking differentials
in Eq. (20) at constant E (after first replacing concentrations by activities) gives:
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Fig. 12.26 Crevice corrosion of iron in chromate/chloride solutions always occurred when the electrode potential
within the crevice was more negative than −0.62 V vs. Ag/AgCl. Crevice corrosion was inhibited at more positive
internal electrode potentials [65]. Reproduced by permission of ECS – The Electrochemical Society

(
∂ log aA

∂ log aI

)
Eactive

= θcrit
rA

rI
= constant′′ (25)

which has the form of Eq. (24) and describes the borderline between regions of crevice corrosion and
inhibition in Fig. 12.25(b). Details regarding derivation of Eq. (25) are left as an exercise in Problem
12.11.

Thus, inhibition of two forms of localized corrosion (pitting and crevice corrosion) is similar
in that if a critical surface ratio of aggressive to inhibitive ion is exceeded, pitting ensues on open
surfaces and active corrosion occurs within crevices.

Stress-Corrosion Cracking and Corrosion Fatigue

An interesting example on the inhibition of SCC is given by the effect of benzotriazole (BTA) on
type 304 stainless steel in 1 M HCl [69].

Figure 12.27 shows that increasing amounts of BTA increase the KIscc values for single-edge
notched specimens in 1 M HCl. Recall from Chapter 11 that

KI = σ
√

πa · (geometrical factor) (26)

so that increases in KI mean that a larger flaw size (a) can be tolerated for a given stress σ .
In the same study [69], it was also shown that additions of BTA increased the time to failure

for smooth tensile specimens, as shown in Fig. 12.28. Thus, additions of BTA were able to protect
against SCC for either smooth specimens or pre-cracked specimens of type 304 stainless steel in 1 M
HCl.

As stated earlier, corrosion inhibitors can reduce stress-corrosion cracking in various ways.
Inhibitors can increase the time to failure by increasing the time to initiation of cracks and/or by



388 12 Corrosion Inhibitors

50

100

150

200

250

0.001 0.01 0.1 1

K
is

cc
 o

r 
K

ic
 in

 M
pa

 m
1/

2

Concentration of Benzotriazole in M/l

KIscc (1 M HCl without inhibitor)

KIc (in air)  

Single edge
notched specimens 

Fig. 12.27 Effect of benzotriazole on the stress intensity factor of type 304 stainless steel in 1 M HCl for single-edge
notched specimens. Drawn from data in [69]

50

100

150

200

250

0.001 0.01 0.1 1

T
im

e 
to

 F
ai

lu
re

 in
 H

ou
rs

Concentration of Benzotriazole in M/l

1 M HCl without inhibitor

Smooth specimens

Fig. 12.28 Effect of benzotriazole on the time to fracture of type 304 stainless steel in 1 M HCl for smooth specimens
not containing an intentional defect. Drawn from data in [69]



New Approaches to Corrosion Inhibition 389

decreasing the crack growth rate. Inhibitors can also increase the value of KIscc so as to increase the
resistance of specimens containing inherent flaws to SCC.

Corrosion inhibitors can also reduce corrosion fatigue damage. An example is given by the use of
various inhibitors applied to the corrosion fatigue of a high-strength steel [70]. The environment was
air of 90% relative humidity (maintained in an environmental chamber surrounding the crack). Thus,
water vapor adsorbs and condenses within the crack tip to form an electrolyte. Various inhibitors
were dissolved in appropriate solvents and were applied as droplets near the crack tip. Figure 12.29
shows corrosion fatigue plots of da/dN vs. �K. It can be seen that several inhibitors were effective
in reducing the crack growth rate.
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Fig. 12.29 Effect of various inhibitors on the corrosion fatigue crack growth rate of a high-strength steel in a humid
environment [70]. Reproduced by permission of © NACE International 1980

In both stress-corrosion cracking and in corrosion fatigue (as well as in crevice corrosion), for the
corrosion inhibitor to be effective it is essential that the inhibitor reaches the inside of the occluded
corrosion cell (i.e., the crack tip or the crevice interior). This is accomplished most easily in the
case of corrosion fatigue because the cyclic load causes the crack to open and close. This, in turn,
produces a pumping action in the electrolyte which serves to assist the inhibitors to move from the
bulk solution inward toward the crack tip.

New Approaches to Corrosion Inhibition

New approaches to corrosion inhibition have been spurred in part by the desire for environmen-
tally acceptable corrosion inhibitors and in part by recent advances in surface modification by
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monomolecular films. The first of these two approaches, which is discussed below, is the use of
natural products or biological molecules as non-toxic, biodegradable corrosion inhibitors.

Biological Molecules

The use of natural products as corrosion inhibitors is not new. Inhibitors of acid corrosion were
known as far back as the Middle Ages by metal-working craftsmen, who used flour, bran, and yeast
as pickling inhibitors [71]. In the early 1900s, molasses, vegetable oils, starch, tars, and oils were
also used [71].

In recent years, attention has turned to various organic molecules, such as α-amino acids, which
are components of natural products, and thus are environmentally acceptable. Amino acids are the
molecular units that make up proteins, which in turn are the building blocks of biological systems.
The formulas of some particular α-amino acids are shown in Fig. 12.30 [72]. All proteins are derived
from 20 specific naturally occurring amino acids. In addition to their non-polluting properties, amino
acids are attractive candidates as corrosion inhibitors because they contain adsorbable amino and
carboxyl functional groups for attachment to metal surfaces. Amino acids and other natural prod-
ucts, such as peptides, catechols, vitamins, and siderophores (isolated from bacteria), have all been
examined recently as corrosion inhibitors for different metals in various solutions [62, 63, 73–80].

R-CH-COOH

NH2

The αcarbon

Carboxyl group

Amino group

NH2-CH2-COOHGlycine

CH3-CH-COOH

NH2

Alanine

CH-CH2-CH-COOH

NH2

CH3

CH3

Leucine

-CH2-CH-COOH

NH2

HOTyrosine

CH2-CH-COOH

NH2
N

Tryptophan

HOOC-CH2-CH-COOH

NH2

Aspartic acid

Amino acid Molecular Formula

Fig. 12.30 Molecular formulas of several α-amino acids [72]
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The application of natural products has been taken a step beyond the use of constituent molecules
by using actual extracts from plant systems, such as tannins or tree barks [78–80], or from animal
systems. An example of the latter is provided by the work of Hansen and co-workers [63, 76] on
the properties of the adhesive protein of the common blue mussel Mytilus edulis L. The blue mus-
sel is shown suspended by byssal threads from a glass plate in Fig. 12.31. These byssal threads
terminate in adhesive plaques with which the mussel attaches itself to surfaces. The mussel adhe-
sive protein (MAP), which has a molecular weight greater than 10,000, has been found to contain a
repeating decapeptide that provides a variety of functional groups for attachment to bare or oxide-
covered metal surfaces. These attachment possibilities include coulombic interactions, dipole–dipole
interactions, hydrogen bonding through catechol groups, as well as co-ordination and chelation of
metal ions or surface hydroxyls by the catecholic functional groups. These possibilities are shown in
Fig. 12.32.

Fig. 12.31 The common blue mussel (M. edulis) suspended by its byssal threads from a glass plate. Courtesy of Prof.
J. H. Waite, University of California at Santa Barbara
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Hansen and co-workers also utilized the complexing agent parabactin (Fig. 12.33) which was
isolated from bacteria [62] and which also contains various surface-active groups, including
catechols.

CONH
N

COH3C

NO

OH

NHCO

OH

OH

OH

OH

Fig. 12.33 Structural formula for the siderophore parabactin isolated from bacteria [62]. Reproduced by permission
of ECS – The Electrochemical Society

Table 12.9 shows the results of pitting potential measurements for aluminum in 0.1 M NaCl.
Both parabactin and MAP increase the pitting potential of aluminum. Figure 12.34 shows the effect
of these molecules on the polarization resistance Rp (see Chapter 7) at the open-circuit corrosion

Table 12.9 Pitting potentials of aluminum in 0.1 M NaCl with and without natural products [76]

Epit (V vs. SCE)

Untreated aluminum −0.700
Parabactin (1.3 × 10−5 M) −0.640
Parabactin (1.0 × 10−4 M) −0.600
Mussel adhesive protein (7.7 × 10−6 M, pH 2.5) −0.600
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The Electrochemical Society

potentials. Parabactin and MAP with an enzyme added to cross-link the adhesive polymer were
most effective in increasing Rp. These experiments are representative of the emerging possibilities
on the use of natural products as new and novel corrosion inhibitors.

Langmuir–Blodgett Films and Self-assembled Monolayers

There are two novel approaches to corrosion inhibition which have attracted much recent interest.
These are (i) Langmuir–Blodgett films and (ii) self-assembled monolayers. These approaches, which
are related to each other, are borrowed from the field of surface chemistry. Both methods involve
pre-treatment of the metal surface prior to its use in the corrosive electrolyte. The thickness of the
inhibitor films is only one monolayer for self-assembled films and is one to several monolayers for
Langmuir–Blodgett films.

Langmuir–Blodgett films are oriented insoluble monomolecular films of a substance like stearic
acid, CH3(CH2)16COOH, which contains a surface-active polar group, –COOH, and a non-polar
hydrocarbon tail, CH3(CH2)16–. The film is formed by first dissolving the compound in a suitable
solvent and then casting it on a clean surface of water. After evaporation of the solvent, the polar end
group of stearic acid resides in the water surface, and the hydrocarbon tail is oriented outward, as
shown schematically in Fig. 12.35. The film is contained on a trough called a Langmuir film balance,
which is fixed at one end and has a moveable barrier at the other end. By moving the adjustable
barrier, the film can be compressed and force–area curves determined, as shown in Fig. 12.36. As
the area available to the surface film is progressively decreased, the molecules in the film come into
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Fig. 12.35 Diagram of a Langmuir film balance. (The size of the molecule is greatly exaggerated relative to the rest
of the drawing)
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Fig. 12.36 Schematic force–area curves for a monomolecular film spread on a water surface in a Langmuir film
balance

contact with each other, and the film is converted from a liquid-like film to a solid close-packed
condensed film.

When a metal sample is withdrawn from a Langmuir film balance which contains a close-
packed monolayer of a condensed film, the film is transferred to the metal surface, as shown
in Fig. 12.37. For the initial emersion, the polar end groups are attached to the metal sur-
face, and the hydrocarbon tails are oriented perpendicular to the surface, as in Fig. 12.37.
Subsequent emersions can be carried out to build up the thickness of the film. The orientation
is hydrocarbon tail-to-hydrocarbon tail for the second emersion and for all subsequent even-
numbered emersions, and polar group-to-polar group for all odd-numbered emersions, as shown
in Fig. 12.37.

Langmuir–Blodgett films of stearic acid have been recently deposited onto iron [81] and were
observed to provide (short-term) protection in 0.1 M NaCl, as shown in Fig. 12.38. The effec-
tiveness of the Langmuir–Blodgett film was observed to increase with the number of monolayers
deposited. A similar effect was observed for Langmuir–Blodgett films of N-octadecylbenzidine on
copper immersed in 3.4% NaCl [82].
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Fig. 12.37 (a) Transfer of a Langmuir–Blodgett film onto a metal surface by withdrawal of the metal specimen
through a monomolecular film spread on a water surface. (b) Formation of multimolecular layers by successive
withdrawals
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A similar approach involves the use of self-assembled monolayers (SAM) in which a close-
packed monomolecular oriented film is first formed by adsorption from an organic solvent onto a
metal surface. The metal with its SAM intact is then immersed into the electrolyte of interest. Alkane
thiols (of general formula R-SH) and related compounds have recently been shown to be effective
in retarding the corrosion of iron or copper in various environments [83, 84]. With alkane thiols,
the -SH group is adsorbed on the metal surface, and the hydrocarbon tail is oriented perpendicular
thereto.

The idea of spread monolayers is not new. Benjamin Franklin delighted in spreading monolayers
of vegetable oils on ponds, and Frau Pockels demonstrated in 1891 [85] that films could be confined
by means of barriers. Langmuir and Blodgett developed the surface balance and the technique of
transferring films to solid surfaces in the 1920s and the 1930s. It is only recently that these concepts
have been applied to corrosion science.

Vapor-Phase Inhibitors

Inhibitors can be used to protect against atmospheric corrosion in gaseous atmospheres that contain
moisture or other corrosive agents, such as Cl−, H2S, SO2, and others. In such applications, the
inhibitor is applied from the vapor phase and is called a vapor-phase inhibitor (VPI) or volatile cor-
rosion inhibitor (VCI). These inhibitors volatilize and adsorb on all surfaces located in an enclosed
space. Vapor-phase inhibitors are used to protect metal surfaces in storage or transport, as well as
to protect electronic materials, such as circuit boards. Vapor-phase inhibitors can provide corrosion
protection for periods ranging from months to years [86, 87].

Vapor-phase inhibitors can be either liquids or solids and are very often volatile amines. Some
examples of VPIs are given in Table 12.10. (The chemical compositions of commercially available
vapor-phase inhibitors are often proprietary in nature.) Liquids can be impregnated in papers or
polymeric films, which can be used to package the components to be stored and protected. Solids
can be contained in porous bags or sachets. The vapor pressure of the VPI must be high enough to
provide a sufficient concentration of the inhibitor in the enclosed space but low enough to sustain
an acceptable service life [88]. Solid-phase vapor-phase inhibitors have vapor pressures in the range
10−6 to 10−4 mmHg (approximately 10−4 to 10−2 Pa) [90].

The volatilization of the VPI is merely the means by which the inhibitor is transported to the
metal to be protected. The inhibitor then functions by adsorption from the vapor phase onto the
metal surface. The mechanism of inhibition by vapor-phase inhibitors in thin-layer condensed elec-
trolytes is similar to that for bulk aqueous solutions in that the VPI forms an adsorptive bond with the
metal surface or its oxide film. Figure 12.39 shows the corrosion current density for pure iron in elec-
trolyte layers (containing SO2) with and without a monolayer of adsorbed ammonium benzoate [91].
The VPI is most effective at the highest relative humidity where condensed electrolyte layers are
formed.

Recent work on vapor-phase inhibitors has taken two directions. First, there is a renewed inter-
est in the fundamental aspects of vapor-phase inhibition due to advances in instrumentation, such
as the quartz crystal microbalance which is able to weigh microgram quantities and thus can deter-
mine adsorption isotherms for low-area metal samples. In addition, the Kelvin microprobe, which
measures the work function, can map the spatial coverage of a VPI on a metal surface. The second
recent direction regarding vapor-phase inhibitors is the search for environment-friendly vapor-phase
inhibitors and for new applications.
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Table 12.10 Some examples of vapor-phase inhibitors

Compound Structure Melting point (◦C) Metals protected

Cyclohexylamine NH2 −17.7 Mild steel [88]

Morpholine
CH2- CH2

CH2- CH2

NHO −4.9 Mild steel [88]

Benzotriazole
N

N
N
H

98.5 Copper, aluminum,
zinc [86]

Dicyclohexyl
ammonium
nitrate

NH2
+ NO2

–
154 Mild steel and

aluminum [87]

n-Decylamine CH3-(CH2)9 -NH2 15
Mild steel and

zinc [89]
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Fig. 12.39 Effect of a monomolecular layer of ammonium benzoate on the corrosion rate of iron in a humid
atmosphere. Redrawn from [91] by permission of Elsevier Ltd
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Problems

1. What type of tests or experiments would you set up to screen a set of several com-
pounds for their effectiveness as corrosion inhibitors? What parameters should you attempt to
measure?

2. The corrosion weight loss of mild steel immersed in a hydrochloric acid solution for 124 h
was 1,229 mg/dm2 for 1 M HCl and 7,066 mg/dm2 for 4 M HCl [92]. In the pres-
ence of an aldehyde inhibitor, the weight losses over the same period were 153 mg/dm2

for 1 M HCl and 2,860 mg/dm2 for 4 M HCl. What was the percent inhibition in each
case?

3. The following data were taken by measurement of double layer capacitances for benzotriazole
on iron in sulfuric acid solution [31]. Show that these data obey a Langmuir adsorption isotherm.

Inhibitor concentration (mM) Surface coverage, θ

0.21 0.69
0.42 0.84
2.08 0.97
4.16 1.00

4. The following data were taken [93] for the corrosion of mild steel in 0.5 M sulfuric acid contain-
ing various amounts of 5-hydroxyindole inhibitor. Calculate the fractional coverage of inhibitor
for each concentration given below. Do the data better fit a Langmuir adsorption isotherm or a
Temkin adsorption isotherm?

Concentration of inhibitor Corrosion rate (μA/cm2)

0 1,072
1.0 × 10−4 879
5.0 × 10−4 800
7.5 × 10−4 772
1.0 × 10−3 718
2.5 × 10−3 568
5.0 × 10−3 429
7.5 × 10−3 354

5. Use the model of parallel reactions to show that if the minimum corrosion rate of an inhib-
ited surface (isat) is much less than the corrosion rate of the uninhibited surface (io), then the
fractional coverage of inhibitor is given by θ = (% I)/100.

6. In the following pairs of compounds, which compound in each group of two is expected to be
the better inhibitor in acid solutions? Explain why in each case.

(a) CH3(CH2)4NH2 or CH3(CH2)4SH?
(b) CH3(CH2)5COOH or CH3(CH2)16COOH?
(c) CH3(CH2)4NH2 or H2N(CH2)5NH2?

The pKa values are 10.63 for the monoamine and 10.25 for the first ionization of the
diamine.
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(d)

N

Cl CH3

N

or ?

(e)

N

CH3

N

CH3

or
CH3

?

7. For the adsorption of an organic molecule by replacement of previously adsorbed water
molecules

Org (soln)+ nH2O (ads)→ Org (ads)+ nH2O (soln)

show that

�Gads = �Gorg
ads − n�GH2O

ads

where �Gorg
ads and �GH2O

ads refer to the free energy of adsorption per mole of the organic
compound and water, respectively.

8. Chromate inhibitors are reduced to Cr2O3 on iron surfaces by the following reaction:

2Fe+ 2CrO2−
4 + 4H+ → Fe2O3 + Cr2O3 + 2H2O

for which the Nernst equation is

E = 1.437+ 0.0197 log [CrO−2
4 ]− 0.0394 pH

The analogous reaction and the Nernst equation for tungstates are

2Fe+ 6WO−2
4 + 12H+ → Fe2O3 + 3W2O5 + 6H2O

E = 0.852+ 0.0591 log [WO−2
4 ]− 0.182 pH

(a) Calculate the electrode potentials for each of these two reactions at pH 7.0 and CrO4
2− or

WO4
2− concentrations of 1.0 × 10−3 M.

(b) What do the electrode potentials tell you about the spontaneity of each reaction under the
given conditions and about the possibility of using tungstates as chromate replacements?

9. What are the similarities between the mechanisms of corrosion inhibition in acid solutions and
in neutral solutions? What are the differences in mechanisms for these two types of solutions?

10. In some instances, very low concentrations of would-be corrosion inhibitors actually function
as accelerators of corrosion until a larger surface coverage of the inhibitor is attained. Provide a
possible explanation for this accelerating effect.
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11. Show that the straight line in Fig. 12.25(b) which separates regions of crevice corrosion from
regions of inhibition can be obtained from Eq. (20).

HINT: Replace concentrations in Eq. (20) with activities and then take differentials at constant
E (E = Eactive) to get

(
∂ log aA

∂ log aI

)
Eactive

= θcrit
rA

rI
= constant′′′
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Chapter 13
Corrosion Under Organic Coatings

Introduction

Paints and organic coatings are used virtually everywhere in daily life to protect metal structures and
components. Paints can be found on automobiles, trucks, planes, ships, trains, bridges, pipelines,
industrial plants, and the exterior of storage tanks or vessels. In addition to protecting the underlying
metal substrate from corrosion, paints also provide color and a pleasing decorative finish. In the area
of electronics, organic coatings are used on circuit boards and components to provide protection
against moisture, sulfur dioxide, carbon dioxide, and ionic contaminants in the atmosphere.

A paint film or organic coating protects a metal substrate from corrosion in two ways. First, the
organic film or coating serves as a physical barrier to separate the metal substrate from the environ-
ment. Second, the organic film or coating may serve as a reservoir for corrosion inhibitors which
resist corrosion. An extension of this second approach is provided by zinc-rich organic coatings
which contain flakes of metallic zinc to provide added corrosion protection by galvanic protection
when the organic coating has been breached.

Organic coatings are not perfect barriers and they can be penetrated by water, oxygen, and ions
(such as chloride). When this happens, corrosion can occur beneath the organic coating at the organic
coating/metal interface. The electrochemical processes that occur are similar to those which proceed
in bulk solutions except that the reactions are confined to the narrow region beneath the organic
coating. The small volumes of liquid which are involved in the early stages of the corrosion process
produce extreme values of pH and ionic concentrations [1].

The local electrolyte which accumulates beneath the organic coating not only leads to metal
dissolution but also weakens the adhesion of the organic coating to the metal. Thus, the processes of
corrosion and de-adhesion both contribute to the failure of the protective system.

Organic coatings can also fail by non-electrochemical means. These include damage caused by
mechanical impact or abrasion, cracking or crazing due to mechanical deformation, oxidation by
ultraviolet radiation, and damage due to free-thaw cycles. In addition, all of the above processes
allow slow access of the aqueous or ambient environment into the organic coating and thus also
enhance the possibility of electrochemical corrosion at the interface between the organic coating and
the metal.

Figure 13.1 shows an example of the failure of an organic coating.

403E. McCafferty, Introduction to Corrosion Science, DOI 10.1007/978-1-4419-0455-3_13,
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Fig. 13.1 An example of a paint failure leading to corrosion of the underlying substrate

Paints and Organic Coatings

A paint is an organic coating applied to a surface as a liquid, which subsequently dries or cures to
form a protective film. Paint coatings are generally 25–1,000 μm in thickness [2].

A paint consists of at least three components [2–4]: (i) a vehicle or binder, (ii) a pigment sus-
pended in the binder, and (iii) a solvent. In addition, there may be a fourth component, special
additives, which have very specific purposes and are typically added to the paint in very small
amounts. When the paint is applied and the solvent evaporates, the paint film forms the structure
shown schematically in Fig. 13.2.

Metal substrate

Paint
Film

Pigment

Binder

Environment

Fig. 13.2 Structure of a paint film upon drying of the solvent

Vehicles or binders are of various types, as listed in Table 13.1. The vehicle or binder is the film-
forming agent in the paint and is the continuous polymeric phase in which all the other components
are incorporated.

Pigments may be used to provide color to the paint film (e.g., Fe2O3 for red or TiO2 for white)
or to act as a corrosion inhibitor (e.g., ZnCrO4). Pigments also include zinc powders or flakes (zinc-
rich paints) which provide cathodic protection to the metal substrate when the paint film becomes
permeated with water. Other pigments include fillers such as mica, which reinforce the paint film
and present a more torturous path for the penetration of water and ions through the film.
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Table 13.1 Some typical constituents of paints [2–4]

Vehicles Pigments

Epoxy Iron oxides
Urethane Titanium dioxide
Acrylic Clays
Vinyl Silicates
Alkyd Chromates
Silicones Mica

Zinc powder

Solvents Special additives

Xylene UV absorbers
Glycol ethers Dispersing agents
Ketones Mildew inhibitors
Mineral spirits Fire-retarding agents
Water Biocides for anti-fouling paints

Abrasives for anti-slip paints

Solvents for paints are either volatile organic liquids or water. Oil-based paints require the use of
organic solvents for thinning and cleanup of brushes or other applicators, so that the use of oil-based
paints is being phased out due to environmental considerations.

Paint films often consist of various layers, as shown schematically in Fig. 13.3. The metal surface
may first be treated with chromates or phosphates to form a conversion coating for improved corro-
sion resistance or paint adhesion. A primer may also be used prior to the application of the topcoat,
with the topcoat itself having the structure in Fig. 13.2.

Metal

Conversion coating
Oxide film

Primer

Topcoat(s)

25 to
1000 μm

Fig. 13.3 Schematic diagram showing the various layers which may be present in a paint film

Paints are not generally used for protection below ground or in applications where mechanical
damage may be a problem. Various types of organic coatings used in such applications include
polyvinyl chloride, epoxies, urethanes, and polyesters; and the structural formulas of various organic
compounds used in coatings are given in Fig. 13.4.

The primary purpose of a paint film or organic coating is to form a barrier between the metal
substrate and its environment. However, an organic coating is not a perfect barrier but instead is like
a membrane which can be penetrated by water, oxygen, and ions, as discussed below.

Underfilm Corrosion

Corrosion beneath an organic coating can occur only if an electrolyte exists at the organic coat-
ing/substrate interface. This electrolyte is provided by the penetration of water into the organic
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coating and its subsequent accumulation beneath the coating. The presence of ions (such as chlo-
rides) is also necessary in order to provide sufficient conductivity in the aqueous phase beneath the
coating to allow local electrochemical reactions to occur.

Water Permeation into an Organic Coating

Water permeation into an organic coating occurs due to three effects [4]:

(1) Water diffuses into the coating due to a concentration gradient formed by immersion into an
aqueous solution or exposure to a humid atmosphere.

(2) Water penetrates the film by osmosis due to an ionic concentration gradient which exists between
the film (which may contain ionic impurities) and the environment.

(3) Water enters the film by capillary action through voids, pores, or cracks in the organic coating.
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Penetration rates of water or gases into an organic coating are given in terms of a permeability
coefficient P, which is the product of the usual diffusion coefficient D and the Henry’s law constant
KH (also called the solubility coefficient). As shown in Chapter 8, the diffusion coefficient D pertains
to Fick’s first law:

J=−D
dC

dx
(1)

where J is the flux past a plane and dC/dx the concentration gradient. For gases, it is easier to
determine the partial pressure of the gas (Pgas) on each side of the polymer film (rather than its
concentration) so that

J=−P
dpgas

dx
(2)

where P is the permeability coefficient. The concentration of a gas in the polymer film and its vapor
pressure in the vapor phase are related by Henry’s law:

C=KH pgas (3)

where KH is the Henry’s law constant (see Chapter 8). For a linear concentration (or pressure)
gradient, Eqs. (1)–(3) combine to give

P=DKH (4)

(See Problem 13.3). The permeability coefficient P should be independent of the coating thickness
(for a homogeneous coating) because both D and KH are independent of thickness. Permeability
coefficients have the following units:

P = (quantity of permeant)× (film thickness)

(area)× (time)× (pressure drop across the film)
(5)

(See Problem 13.4). However, permeability data are often expressed as transmission rates for a
given thickness of coating. Experimentally determined transmission rates for water through various
polymers or paint films are given in Table 13.2. It can be seen that all the polymers listed in Table 13.2
are permeable to water vapor and that the permeability coefficients vary greatly with the nature of
the polymer. The flux of water through a free polymer film is typically of the order of 1–10 mg/cm2

day for many classes of polymers [1, 5].
The transmission rate of a molecule through an organic coating depends on the thickness of the

coating. If the transmission rate is J1 through a coating of thickness L1, then the transmission rate J2
through a coating of the same material but having a different thickness L2 is given by

J2

J1
= L1

L2
(6)

as shown in Appendix K; that is, the transmission rate through a 100 μm coating is theoretically
50% of that through a 50 μm coating.

The transmission rate of water necessary to sustain the corrosion of steel at the base of the organic
coating can be calculated as follows. The corrosion rate of unpainted steel in neutral electrolytes is
1–10 mils per year (mpy) [7, 8]. From the density of iron, a penetration rate of 10 mpy corresponds
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Table 13.2 Transmission rates of water through organic coatings [5, 6]

Coating
Transmission rate in
mg/cm2 day Film thickness in μm

Organic coating
Epoxy/polyamide 15.5 10
Chlorinated rubber (plasticized) 9.5 10
Styrene acrylic latex 230 10
Vinyl chloride–vinylidene chloride copolymer 2.8 10
Polybutadiene 3 25
Polytetrafluoroethylene 0.48 25
Cellulose nitrate 63 25

Paint films
Vinyl chloride–vinylidene chloride copolymer
latex

6.8 10

Chlorinated rubber, unmodified 5.0 10
Coal tar epoxy 7.5 10
Acrylic water-borne primer 180 10
TiO2-pigmented alkyd 65 10
Red lead-oil-based primer 54 10
Alkyd resin 2.3 100
Polyurethane 1.4 100
Phenolic resin 1.1 100

to a weight loss for iron of 9.8 × 10–6 moles/cm2 day. The half-cell reactions in neutral electrolytes
(see Chapter 2) are:

Anodic: 2 Fe → 2 Fe2+ + 4 e−

Cathodic: O2 + 2H2O+ 4 e− → 4 OH−

Overall: 2 Fe+O2 + 2 H2O→ 2 Fe2+ + 4 OH−

From simple stoichiometry, the reaction of 9.8 × 10–6 moles/cm2 day of Fe requires the same
number of moles of H2O, which in turn amounts to 0.18 mg H2O/cm2 day. (The transmission rate
of H2O needed to sustain the corrosion rate of 1 mpy is accordingly 0.018 mg H2O/cm2 day.)

As seen in Table 13.2, the transmission rate of water through various polymer films is sev-
eral orders of magnitude higher than the transmission rate required for the corrosion of iron; see
Table 13.3. This fact was first established by Mayne [9] and has been verified subsequently by other
investigators [10, 11]. Thus, the permeation rate of H2O through an organic coating or paint film is
not the rate-determining step in the underfilm corrosion of steel substrates. However, the transmis-
sion of water is important in providing the electrolyte, in facilitating the diffusion of ions through
the coating, and in contributing to the loss of adhesion of the organic coating, as is discussed later.

The data in Table 13.2 apply to free-standing films rather than to films attached to metal sub-
strates. (That is, the polymer films were formed on a substrate such as glass and were then detached.)
Thus, some reservation must be taken in applying permeability data for free films to films which are
intact on metal substrates. However, Nguyen and co-workers [12] have more recently developed a
technique based on Fourier transform infrared-multiple internal reflection (FTIR-MIR) for measur-
ing in-situ water beneath organic coatings cast on metal substrates. This technique is able to detect
molecular water which accumulates at the organic coating/metal interface. Results are shown in
Fig. 13.5 for an epoxy coating applied to a silicon substrate. It can be seen that approximately 15 nm
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Fig. 13.5 Thickness and amount of water at the coating/substrate interface for clear epoxy coatings on silicon and
on silane-treated silicon. The epoxy coating thickness was 130–140 μm. Redrawn from Nguyen et al. [12] with the
permission of Elsevier Ltd

of water accumulates at the interface (corresponding to approximately 50 monolayers of water).
Thus, this later evidence confirms the idea that electrolyte layers can be readily formed beneath
organic coatings.

Nguyen and co-workers also found that the amount of water formed at the interface was much
less for a silane-treated interface, as shown in Fig. 13.5. (Silanes are Si-containing molecules used
to treat metals to produce hydrophobic surfaces.)

As mentioned earlier, the accumulation of water layers beneath a polymer film not only serves
to provide an electrolyte for the operation of localized corrosion cells but also promotes the loss of
adhesion of the organic coating. Silane-treated specimens displayed a greater adhesion strength than
untreated samples after more than 600 h exposure to water [12].

Permeation of Oxygen and Ions into an Organic Coating

The rates of oxygen penetration through organic coatings are generally very much less than the rates
for water, as shown in Table 13.4.

The transmission rate of O2 necessary to support the corrosion of unpainted steel is calculated to
be 0.016–0.16 mg O2/cm2 day. This value results from the earlier calculation that a corrosion rate
of 10 mpy consumes 9.8 × 10−6 moles/cm2 day of iron and thus requires half that amount of O2
(from stoichiometry) or 4.9 × 10−6 moles/cm2 day or 0.16 mg O2/cm2 day. (A corrosion rate of 1
mpy thus requires only 1/10 of that amount.) Most polymers in Table 13.4 have transmission rates
of O2 lower than that required for corrosion, as seen in Table 13.3. This observation has led some
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Table 13.4 Transmission rates of oxygen through organic coatings [5, 10, 11]

Coating Transmission rate in mg/cm2 day Film thickness in μm

Cellulose nitrate 0.106 100
Epoxy resin 7.3 × 10−3 100
Vinyl chloride/vinyl acetate copolymer 7.5 × 10−3 100
Chlorinated rubber 2.2 × 10−3 100
Alkyd 15% poly (vinyl chloride) 6.8 × 10−3 87
Epoxy/coal tar 4.1 × 10−3 33
Epoxy/polyamide 6.4 × 10−3 38
Polybutadiene 2.5 × 10−3 25

investigators to suggest that the rate-determining step in underfilm corrosion is the slow permeation
of O2 through the organic coating [10, 11].

The rate of permeation of Cl− ions is even less than the permeation rates for O2, as seen in
Table 13.5 [13]. The role of Cl− ions in underfilm corrosion appears to be that of providing sufficient
electrolyte conductivity for the operation of localized corrosion cells and to accelerate the anodic
half-cell reaction when it has been initiated.

Table 13.5 Transmission rates of chloride through organic coatings [13]

Organic coating Transmission rate in mg/cm2 day Film thickness in μm

Chlorinated rubber 6.00 × 10−3 59
Vinyl 0.31 × 10−3 63
Epoxy 0.90 × 10−3 19
Alkyd/iron oxide 0.52 × 10−3 62
Alkyd/red lead 0.20 × 10−3 75
Epoxy/polyamide 0.21 × 10−3 100

Breakdown of an Organic Coating

The sequence of events which occurs in the breakdown of an organic coating in the subcoating
micro-environment is illustrated by the work of Ritter and Rodriguez [14]; see Figs. 13.6 and 13.7.
These authors studied the corrosion of iron covered with a transparent cellulose nitrate coating, a
coating selected for its ease of breakdown and observation. The sequence of events is as follows
[14, 35]:

(1) The organic coating first becomes penetrated by water and oxygen molecules, as discussed
above.

(2) Corrosion is initiated due to several possible causes, such as defects in the coating, mechani-
cal rupture of the coating, or chemical rupture though generation of osmotic pressure at sites
containing soluble salts.

(3) The substrate iron then goes into solution at a local anodic site:

Fe→ Fe2+ + 2 e−
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2).   Initiation of corrosion beneath the paint.

Fig. 13.6 The first two steps in the deterioration of an organic coating. After Ritter and Rodriguez [14] and reproduced
by permission of NACE International

Acidic hydrolysis occurs so that the anodic site becomes locally acidic, as in the case of
crevice corrosion and pitting (Chapter 10). Chloride ions then migrate into the local acidic
environment, again as with crevice corrosion and pitting.

(4) A localized cathodic site is generated at a different location and the operation of the cathodic
half-cell is fueled by O2 and H2O molecules which have previously permeated the organic
coating.

O2 + 2 H2O+4 e− → 4 OH−

The cathodic site becomes locally basic (alkaline) due to the production of these OH− ions.
(5) The organic coating suffers disbonding from the metal substrate in the local alkaline environ-

ment. This disbonding and removal of the organic coating from the metal surface is called
cathodic delamination and is discussed in more detail later.

(6) As the coating system continues to deteriorate, a breakthrough occurs between adjacent anodic
and cathodic areas, and there is a catastrophic failure of the organic coating.

Cathodic delamination, as in step (5), is also a problem in coated systems which are protected by
applied cathodic potential (cathodic protection). Areas on the metal adjacent to defects in the organic
coating can suffer delamination in the presence of the applied cathodic potential.

Adhesion of Organic Coatings

The adhesion properties and corrosion behavior of an organic coating are related. If corrosion occurs
beneath the organic coating, a loss of adhesion of the coating will ensue. On the other hand, if the
coating does not possess good adhesion to the metal substrate, then undermining of the coating will
lead to localized pockets of electrolyte which promote corrosion.

The relationship between adhesion and corrosion is seen schematically in Fig. 13.8.
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Fig. 13.7 Continued deterioration of an organic coating, according to Ritter and Rodriguez [14]. Reproduced by
permission of NACE International
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Fig. 13.8 Schematic illustration showing the relationship between poor adhesion and poor corrosion resistance of a
coating
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There are several fundamental theories of metal/polymer adhesion. These are as follows [15]:

(1) The adsorption theory (physical and chemical adsorption), in which the adhesive bond depends
on adsorption forces between the two interfaces being joined

(2) The chemical reaction theory, in which a chemical reaction occurs between the polymer and the
metal

(3) The mechanical interlocking theory, in which adhesion is due to the mechanical interlocking or
keying of the polymer into cavities and pores of the metal surface

(4) The electrostatic theory, in which adhesion depends on the existence of an electrostatic charge
between the two surfaces

Each of these last three mechanisms can operate under certain conditions, but the most pervasive
mechanism is the first, in which the polymer adheres to the metal substrate (or, more properly, its
oxide) because of interatomic and intermolecular bonds which are formed. These adsorption forces
that exist across all boundaries include Lewis acid/Lewis base forces.

All metal surfaces to be coated with an organic polymer contain either the incipient air-formed
oxide film or an oxide produced by a surface treatment (such as chromates). Thus, it is appropriate
to consider the interaction of organic polymers with oxide films.

In Chapter 12 it was seen that many corrosion inhibitors are Lewis bases, which function by
donation of electrons to the metal surface. Organic polymers can also be classified as Lewis bases
(electron donors) or Lewis acids (electron acceptors). Poly(methyl methacrylate) (PMMA) is a typ-
ical basic polymer, as can be reasoned from its molecular structure, as shown in Fig. 13.9. The
carbonyl oxygens of esters are basic (electron-donating) sites, which can form acid/base bonds with
electron-accepting sites of Lewis acids.

Poly(vinyl chloride) (PVC) is an example of a polymer which is a Lewis acid. For PVC, it is the
partially positive –CH portion of the vinyl group which is the electron-accepting site [16] and which
can form acid/base bonds with electron-donating sites of Lewis bases; see Fig. 13.10.

Oxide films on metal surfaces have, in fact, acid/base properties, which will be discussed in more
detail in Chapter 16, and the acidic or basic character of the oxide varies with the nature of the metal.

Figure 13.11 shows adhesion results for two organic polymers on a series of oxide-covered metals
for which the oxide films have differing degrees of acidity (or basicity) [17]. Figure 13.11 shows
that the adhesion strength of an acidic polymer (as measured by the peel strength) increases with
increasing basicity of the oxide film. Conversely, the adhesion strength of the basic polymer PMMA
(as measured by a pull-off test) increases with increasing acidity of the oxide film. These results
illustrate the importance of Lewis acid/Lewis base interactions in the adhesion of organic polymers
to metal surfaces.

However, the situation becomes more complicated when water molecules accumulate beneath
the organic coating because water interferes with the adhesion between the organic coating and the
metal substrate. The extent of adhesion in the presence of a liquid (usually water) is referred to as wet
adhesion and is considered by Funke [18] to be the most important property of the organic coating.
Two different reasons have been proposed for the loss of adhesion in the presence of water [4, 19].
These are as follows:

(1) Chemical disbonding due to the interaction of water molecules with covalent, hydrogen, or polar
bonds between the organic polymer and the oxide film

(2) Mechanical disbonding due to forces caused by accumulation of water and osmotic
pressure
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At present the mechanisms of wet adhesion (and its loss) are not understood very well and
constitute a fertile area for further research and study.

Improved Corrosion Prevention by Coatings

Based on a mechanistic understanding of the breakdown of organic coatings, as discussed earlier,
the following guidelines may be suggested to improve the durability of organic coatings. Most of the
following guidelines are due to Leidheiser and Kendig [6]:

(1) Reduce penetration by H2O, O2, and ions. This can be achieved through the development of
coatings with reduced permeability or by overcoating with another material.

(2) Prevent electrons from reaching the reaction site. This can be accomplished by providing a
surface film between the metal and the organic coating which is a poor electron conductor.

(3) Inhibit the anodic reaction by pre-treatment of the surface or by including an anodic inhibitor in
the coating.

(4) Inhibit the cathodic reaction by pre-treatment of the surface or by including a cathodic inhibitor
in the coating.

(5) Control the pH at anodic or cathodic sites by including buffering agents in the coating.
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(6) Minimize anodic–cathodic breakthroughs. A roughened metal surface will provide a torturous
path for lateral diffusion of anodic and cathodic species. (A roughened surface will also increase
the adhesion of the organic coating.)

(7) Increase the adhesion of the polymer to the oxide film by selecting Lewis acid polymers for basic
oxide films and Lewis base polymers for acidic oxide films.

Filiform Corrosion

Filiform corrosion is the corrosion under organic coatings in the form of numerous narrow intercon-
nected thread-like filaments. An example of filiform corrosion is shown in Fig. 13.12 [20]. This form
of corrosion has been observed under organic coatings on aluminum, steel, magnesium, and galva-
nized steel [21, 22] and usually occurs under conditions of high relative humidity. Thus, filiform
corrosion is a special type of atmospheric corrosion.

Fig. 13.12 Optical photograph of filiform corrosion under a paint film on Al 5001 which has been scribed with a
cross-shaped scratch and exposed to vapors of 33% HCl [20]. Reproduced by permission of Elsevier Ltd

A schematic view of a filiform filament on iron is shown in Fig. 13.13. Filaments are usually of
the order of 0.05–0.5 mm in thickness and can grow along the metal surface at the rate of 1 mm per
day or less [1, 21–23]. The size of the filaments and their rate of growth is insensitive to the identity
of the organic coating.

Filiform corrosion initiates at a break in the organic coating where a soluble ionic species is
present; and once initiated, the filament travels in a relatively straight line for long distances. The
filament propagates by a differential aeration cell in which oxygen enters the filament through its
tail and diffuses toward the head of the filament, as shown in Fig. 13.13. The head of the filament is
low in O2 compared to the tail of the filament, so that the head of the filament is the primary anodic
site. The head of the filament on iron is usually filled with a liquid solution and contains Fe2+ ions
(this region is green in color for iron substrates). The pH is also lowest in this region due to acid
hydrolysis, similar to the case of crevice corrosion. Ferrous ions produced in the anodic head diffuse
toward the tail where they are oxidized to ferric ions and eventually become part of the dry solid
corrosion product which fills the tail (reddish-brown in color).
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Fig. 13.13 Schematic illustration of filiform corrosion on steel. Redrawn from Ruggeri and Beck [23]. The filament
propagates by a differential aeration cell in which oxygen enters the filament through its tail and diffuses toward the
head of the filament. The head of the filament is low in O2 compared to the tail of the filament, so that the head of the
filament is the primary anodic site. Ferrous ions produced in the anodic head diffuse toward the tail where they are
oxidized to ferric ions and precipitate as Fe(OH)3, eventually becoming Fe2O3. Reproduced by permission of NACE
International

Ruggeri and Beck [23] showed that oxygen diffuses through the filament tail in a set of
experiments involving filament tails:

• The growth of a filament was stopped by cutting a filament tail across its width, peeling back the
organic coating, and applying epoxy to the open portion of the tail so as to seal off its supply of
oxygen.

• In control experiments, the filament continued to grow if epoxy was only applied to the tail
(without cutting) or if the tail was only cut (but not sealed with epoxy).

• A filament which had been de-activated by sealing off the supply of oxygen could be re-activated
by cutting open the tail to the atmosphere.

A characteristic of filament growth is that filaments rarely cross each other, although filaments
may merge or divide [24]. Ruggeri and Beck [23] suggest that the reason filaments do not cross is
that a growing head would encounter a new source of oxygen if it crossed another filament. This
would cause changes in the positions of anodic and cathodic sites and would therefore change the
direction of growth.

A more recent and finer scale investigation on filiform corrosion has been conducted by Leblanc
and Frankel [25] using atomic force microscopy (for topographical measurements) and scanning
Kelvin probe microscopy (for maps of the Volta potential distribution). (More about the scanning
Kelvin probe is given later in this chapter.) This study generally supported the mechanism discussed
above but with two new interesting observations. For a 300 nm thick epoxy coating on carbon steel,
in addition to the predominantly cathodic region, local microscopic cathodes were also found in the
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nearby periphery of the filament head, suggesting that the organic coating in the filament head is
disbonded by cathodic delamination.

In addition, Leblanc and Frankel [25] also observed voids at the edges of the tail beneath the
organic coating. The authors suggest that these voids are caused by cathodic disbondment aided by
mechanical prying of the epoxy film by the voluminous solid corrosion product. Leblanc and Frankel
also suggest that such voids are involved in the filament growth process. That is, they provide fast
channels for O2 diffusion relative to transport through the solid tail and thus explain the fact that
filaments deflect off tails without actually touching. When an active head approaches the tail of
another filament, the advancing filament is exposed to a new source of oxygen contained in the void
and the advancing filament changes the direction. The new direction responds to the sum of the two
combined oxygen fluxes. This explanation supports the earlier ideas of Ruggeri and Beck [23] on
filament crossing.

Corrosion Tests for Organic Coatings

There are a variety of test methods and measurements which can be used to assess or study the
corrosion behavior of organic coatings [26, 27]. These methods include both accelerated standard-
ized tests and experimental electrochemical measurements, but only a few methods are discussed
here.

Accelerated Tests

The salt-fog test [28] is an accelerated exposure test (not limited to coatings) in which samples are
exposed to a continuous spray of salt water in an enclosed high-humidity chamber. The sample size
is typically 4 in. × 6 in., and organic coatings (with cut edges protected) are usually scribed with a
large “X” and the performance of the coating is evaluated by its resistance to attack and de-adhesion
along the scribe marks.

Other accelerated tests include alternate immersion cycles or exposure to various conditions of
relative humidity, temperature, and ultraviolet light in a “weatherometer” [29]. Such tests, along
with the salt-fog test, are useful in comparing or rating various organic coating systems but yield no
mechanistic information.

Cathodic Delamination

The process of disbonding at cathodic sites is illustrated schematically in Fig. 13.14. Leidheiser and
co-workers [30, 31] made extensive use of cathodic delamination tests under conditions of controlled
electrode potential. In the cathodic delamination test, a small defect of the order of 1 mm diameter is
punched into an organic coating, and the coated metal specimen is immersed into an electrolytic cell
containing an ionic solution. The specimen is held at a constant electrode potential in the cathodic
region, and replicate samples are removed at various times to determine the area of the coating
which has been detached during the period of immersion. Typical experimental results are shown
in Fig. 13.15 for the cathodic delamination of an alkyd coating at –0.8 V vs. SCE in aerated 0.5 M
NaCl. After an initial delay time, the delamination rate is constant with time over the duration of the
test.
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Fig. 13.14 Schematic illustration of cathodic delamination. When a defect triggers an anodic event, the cathodic
reaction at other sites beneath the organic coating produces OH− ions, which cause delamination of the coating
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Fig. 13.15 The cathodic delamination at –0.8 V of a 142 μm thickness alkyd coating in aerated 0.5 M NaCl [31].
Reproduced by permission of Elsevier Ltd

Rates of cathodic delamination can be used to compare different coating systems because the
delamination rate is sensitive to the nature of the organic polymer, the nature of the metal substrate,
and the surface pre-treatment used prior to application of the organic coating. For a given system,
the rate of cathodic delamination increases as follows [32]:



Corrosion Tests for Organic Coatings 421

(1) the coating thickness decreases,
(2) the temperature increases,
(3) the electrode potential becomes more negative.

Delamination rates also depend on environmental factors, such as the nature of the cation in solu-
tion [30–32]. Delamination rates of polybutadiene coatings on steel in solutions of 0.5 M chlorides
increase in the order

CaCl2 < LiCl < NaCl < KCl < CsCl

Leidheiser and Wang [30] have correlated this latter effect to the diffusion coefficients of the
various 0.5 M chloride solutions, as shown in Fig. 13.16. A similar effect has been observed by
Stratmann et al. [33], who have suggested that delamination depends on the galvanic current between
local anodes and cathodes and is possible only if cations are transferred from the cathode to the
anode.
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Fig. 13.16 The relationship between the cathodic delamination of polybutadiene coatings in various chloride solu-
tions and the diffusion coefficient of the electrolyte. Reprinted from Ref. [30] by permission of the Federation of
Societies for Coatings Technology

The mechanism of cathodic delamination is not completely understood at the microscopic level,
but it is recognized that there are three possible modes of failure. These are (i) dissolution of the oxide
film in the local alkaline environment which is formed, (ii) degradation of the polymer in the local
alkaline environment, and (iii) loss of adhesion at the organic coating/oxide-coated metal interface
[34, 35]. That is, the failure can occur within the oxide, within the polymer, or at the oxide/polymer
interface, respectively.

Figure 13.17 shows five different planes along which delamination of the organic coating from
the metal substrate can occur [1, 35]. Planes 3, 4, and 5 in Fig. 13.17 correspond to the three modes
of cathodic delamination listed above.

Planes 1 and 2 in Fig. 13.17 are operative in cases of anodic undermining, which occurs when
the major separation process is an anodic dissolution reaction occurring beneath the coating. Anodic
undermining occurs beneath organic coatings on tin or aluminum [35].
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Fig. 13.17 Planes along which undermining of an organic coating may occur. After Leidheiser [35] and reproduced
by permission of NACE International

AC Impedance Techniques – A Brief Comment

Alternating current (AC) impedance techniques have become more prevalent in studying the intru-
sion of water and ions into organic coatings and in comparing the performance of various organic
coatings or surface treatments. In addition, AC impedance techniques can produce models of the
solution/organic coating/metal system and thus yield mechanistic information about the protective
system. The theory of AC impedance techniques and their application to various problems, including
corrosion protection by organic coatings, is discussed in Chapter 14.

Recent Directions and New Challenges

Recent work in the area of paints and organic coatings has taken two directions. One is driven
by industrial needs and the second direction is due to advanced instrumental techniques which are
available to study the corrosion behavior of organic coatings.

Just as the search for new corrosion inhibitors has been triggered by environmental consider-
ations, so too is there a similar effort regarding paint coatings [36]. Much recent work has been
directed toward reducing the volatile organic content (VOC) level of paint systems. For example,
studies at the Naval Research Laboratory have shown that zero- or low-VOC variants of epoxies,
polyurea, and polyurethanes have promise as protective coatings [37].

A second current active research direction involves the development of organic coating systems
which can be applied with minimum surface preparation over partially corroded metal surfaces.
It is generally recognized that the most important factor affecting the lifetime of a paint is proper
preparation of the metal surface prior to application of the paint film. Ideally, paints should be applied
to bright metal surfaces and in the absence of condensed moisture. However, there is much interest
in developing coating systems which are tolerant to partially corroded or contaminated surfaces. The
presence of rust itself is not the major problem, but nests of aggressive ions (chloride or sulfate)
contained in the rust near the interface promote corrosion if a paint film is applied over such an
area [38]. Adhesion between a paint coating and rust is generally good, and failure is likely to
occur within the brittle rust layer [39]. There is currently considerable research and development on
chemical treatments for the removal of chloride ions from rusted surfaces and for the conversion of
surface rust into a coherent protective layer over which additional paint coatings may be applied.

A recent experimental thrust in the study of corrosion behavior of organic coatings has made
extensive use of the scanning Kelvin probe (SKP) [25, 33, 40] (mentioned earlier in this chapter).
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The SKP measures the work function of a sample using a vibrating condenser [40] so that portions
of the sample which have an intact organic coating display a different response than for areas where
there is coating defect or breakthrough. By scanning across the surface, a two-dimensional map is
obtained with a lateral resolution of approximately 1 μm or less. Figure 13.18 shows a scanning
Kelvin probe analysis of a defect on an organic coating on Al alloy 2024-T3 [41]. The specimen was
clad with a conversion coating, a primer, and a polyurethane coating. The specimen was scribed and
exposed to 12 M HCl for 1 h and then to a salt fog before SKP analysis.

Anodic area

Fig. 13.18 Scanning Kelvin probe analysis of a defect on an organic coating on Al alloy 2024-T3 [41]. The specimen
was scribed and exposed to 12 M HCl and to a salt fog before SKP analysis. Reproduced by permission of NACE
International

There has also been much recent interest in the development of smart coatings, i.e., coatings
which can detect the presence of a breakthrough and, in response, release a corrosion inhibitor at
the required site. For example, Kendig and co-workers [42] have shown that conducting polyaniline
films containing inhibitors for oxygen reduction are able to release the inhibitor at defects in the
organic coating. The authors state that the inhibitor is released when there is a galvanic current
between the conducting polymer and the bare metal surface.

In the future, improved and novel organic coatings will arise from increased environmental or
performance demands, as well as from new mechanistic information gained from the continued
use of advanced experimental techniques. It is also anticipated that the coatings field will draw on
opportunities arising from the emerging areas of nanotechnology to develop a wide variety of smart
organic coatings which can sense and repair corrosion damage.

Problems

1. How is the underfilm corrosion of an organic coating similar to crevice corrosion? How do these
two forms of localized corrosion differ?

2. Filiform corrosion is a special type of underfilm corrosion. Would you expect the mechanism
of detachment of the organic coating to be similar on a microscopic basis for both filiform
corrosion and underfilm corrosion? Explain your answer.
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3. When there is a linear concentration gradient across an organic coating, show that the perme-
ability coefficient P is given by P = DKH, where D is the diffusion coefficient and KH is the
Henry’s law constant.

4. Show that the permeability coefficient P can have the units:

P = (mol)× (cm)

(cm2)× (s)× (atm)

5. As shown in Table 13.2, a 100 μm thick polyurethane film has a water transmission rate of
1.4 mg/cm2 day:

(a) Calculate the number of molecular layers of water which would be formed at the base of
the organic coating after 1 day if all the water transmitted after 1 day accumulates there.
The diameter of a water molecule is 0.30 nm.

(b) Under the conditions of part (a), compare the thickness of the water layer to the thickness
of the organic coating.

6. The transmission rate of through a 25 μm coating of polybutadiene was reported to be
3.0 mg/cm2 day for water and 2.5 × 10-3 mg/cm2 day for oxygen (5):

(a) What is the limiting reactant for the cathodic reduction of oxygen on the underlying metal
substrate?

(b) What corrosion current density (in μA/cm2) be sustained by these transmission rates if the
underlying substrate is aluminum and the corrosion reaction is the following?

4 Al+ 3 O2 + 6 H2O −→ 4 Al+3 + 12 OH−

7. Several investigators have measured the pH to be 14 at the front of a delaminating polymer.
Leidheiser and Wang (30) conducted delamination experiments for polybutadiene on aluminum
in 0.5 M NaCl solutions at an applied electrode potential of −1.35 V vs. SCE. (a) Is the oxide
film on aluminum subject to dissolution under these conditions? Explain your answer. (b) What
does your answer in part (a) mean in regard to the possible mechanism of delamination of
polybutadiene on aluminum?

8. The transmission rate of water though a 10 μm thick coating of styrene acrylic latex is
230 mg/cm2 day. What is the transmission rate of water through a 25 μm thick coating of
the same material?

9. The oxide film on tantalum is acidic in nature. Which polymer would you expect to exhibit a
greater (dry) adhesion to oxide-covered tantalum, poly (vinyl acetate) or poly (vinyl fluoride)?
Explain your answer.

10. As shown in Table 13.2, polytetrafluoroethylene (PTFE) has a very low rate of water trans-
mission. (a) Search the scientific literature or the Internet and list several other properties of
fluoropolymers which make them attractive as organic coatings. (b) What is a drawback in the
use of fluoropolymers as organic coatings?

11. (a) Would measuring the electrode potential of an underground pipeline protected by an organic
coating be useful in monitoring the integrity of the coating? Explain your answer. (b) Would
measuring the polarization resistance of a section the coated pipeline be useful for the same
purpose? Explain your answer.
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Chapter 14
AC Impedance

Introduction

The electrochemical techniques which have been considered so far in this text have been direct cur-
rent techniques. This chapter describes a powerful technique [1, 2] which uses alternating current
(AC). AC impedance techniques are not new, but prior to about 1980, AC measurements were gen-
erally made with a Schering bridge which requires manual balancing to null the bridge in order
to measure the equivalent parallel resistance and capacitance. This method is tedious and time-
consuming. With the advent of improved instrumentation under computer control and acquisition,
AC impedance techniques have become an important method of making electrochemical measure-
ments. AC impedance has been used to study the metal/solution interface, oxide films and surface
treatments, and the corrosion behavior of organic coatings on metals. Each of these three applications
is considered in this chapter.

In essence, the method consists of superimposing a small (10–20 mV) AC signal on the electro-
chemical system of interest and measuring the response of the system to this perturbation. When
an electrochemical system is perturbed by an applied AC signal, the system relaxes to a new steady
state; and the time τ required for this relation is known as the time constant. Sometimes τ is called
the relaxation time by analogy to the process by which dipoles orient and relax in response to an
alternating field [3, 4].

Relaxation Processes

Suppose that a liquid contains polar molecules which possess permanent dipoles, such as water
molecules. In the absence of an external field, individual dipoles are oriented randomly in all direc-
tions, as shown in Fig. 14.1(a). However, in the presence of an alternating field, the dipoles will tend
to orient themselves in the direction of the applied electric field, as illustrated in Fig. 14.1(b) and
(c). With an alternating field, these water molecules must therefore turn back and forth in response
to the changing direction of the electric field. The rotation of these dipoles, however, cannot respond
perfectly to the electric field. This delayed response of a system to a change in external force is
termed relaxation. Even if there are no permanent dipoles in the material, the presence of an electric
field can induce a dipole, which then can respond to the alternating field and display a relaxation
effect.

The AC impedance technique is also called electrochemical impedance spectroscopy (EIS). This
is by analogy to conventional spectroscopy, in which the system displays a response at a character-
istic frequency to an applied perturbation. In EIS, as will be seen later, plots of the imaginary part of
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Fig. 14.1 (a) Random orientation of dipoles in the absence of an electric field. (b) and (c) Alignment of dipoles with
the direction of an electric field

the impedance vs. the logarithm of the frequency produce a peak, analogous to usual observations in
other types of spectroscopy .

Some types of spectroscopy and the characteristic frequencies involved are listed in Table 14.1.

Table 14.1 Several types of relaxation processes [5]

Type of relaxation Frequency (Hz) Portion of spectrum

Electronic transitions 1014–1016 Visible and ultraviolet
Vibrations of flexible bonds 1013–1014 Infrared
Rotation of small molecules 1011–1013 Far infrared
Rotation of polyatomic molecules 109–1011 Microwave
Rotation of dipoles

Liquid H2O at 25◦C [3, p. 128] 1010 Microwave
Ice at 0◦C [6] 103 Radiofrequencies
Physically adsorbed H2O

on α-Fe2O3 at 25◦C [4]
10–104 Radiofrequencies

Electrochemical interfaces 10–2–105 Radiofrequencies
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In electrochemical systems, the relaxation time (in seconds) is given by

τ = RC (1)

where R is the resistance (in ohms) and C is the capacitance (in farads) of the system. The impedance
is the resistance to the flow of an AC current:

Z = E

I
(2)

Both resistors and capacitors possess an impedance, as will be seen shortly.

Example 14.1: Show that the product RC has the units of seconds.

Solution:

RC = ohms× coulombs

volts
or

RC = ohms× (amps) (seconds)

volts
Then use E = IR, or

volts = (amps) (ohms)

so that

amps

volts
= 1

ohms

Use this in the expression above for RC to get

RC = ohms × 1

ohms
× seconds

or

RC = seconds

Experimental Setup

A block diagram of the experimental setup is shown in Fig. 14.2. The apparatus consists of an
electrochemical cell, frequency generator, a frequency response analyzer (FRA), and a computer to
control the experiment and to store the data. The electrode potential is controlled as usual with a
potentiostat. The heart of the system is the FRA, which can measure the real and imaginary parts of
the complex impedance. (The concept of a complex impedance is addressed below.) AC impedance
measurements are usually made in the frequency range of 0.01–100,000 Hz (cycles/s), although this
range can be extended. More detail on the experimental aspects of AC impedance techniques is given
elsewhere [7, 8].
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Potentiostat

Computer
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Printer

Frequency Generator
and 

Frequency Response 
Analyzer

Sample

Fig. 14.2 A simple block diagram for the measurement of AC impedance by application of a sine wave and the use
of a frequency response analyzer

Complex Numbers and AC Circuit Analysis

The analysis of AC electrical circuits utilizes complex numbers so it is useful to review some of their
basic properties. A complex number z consists of an ordered pair of numbers, a and b, which are
related by

z = a+ j b (3)

where j = √−1 (and is used here to avoid confusion with the current density i). The number a
is called the real part of the complex number z and b is called the imaginary part (although both a
and b themselves are real numbers). A complex number can be represented in the complex plane, as
shown in Fig. 14.3. The absolute value of the complex number |z| is given by its distance from the
origin in the complex plane. Thus

x
Real axis

Imaginary
axis

y

|z|
z = a + j b

a

b

|z|  =   a2 +b2 

Fig. 14.3 Geometrical representation of a complex number
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|z| = (a2 + b2)1/2 (4)

The absolute value |z| is sometimes called the modulus of z.
A useful identity in complex variables is Euler’s equation:

ejx = cos x+ j sin x (5)

and it is this equation which introduces complex variables into AC circuit analysis. The alternating
voltage of an AC signal can be represented by a cosine (or sine) wave. We can write

E = E0 ejωt (6)

where E0 is the amplitude of the voltage, t is the time, and ω = 2π f is the angular frequency, with f
the frequency of the AC signal. Then from Eq. (5),

E = E0 ( cos ωt + j sin ωt) (7)

It is understood that to get the actual voltage, it is necessary to take the real part of Eq. (7):

E = Re {E0( cos ωt + j sin ωt) = E0( cos ωt) (8)

Similarly, the current may also have a complex form:

I = I0 ejω(t−s) (9)

where δ is the phase angle. Because both the voltage and current can be written as complex numbers,
it follows that the impedance Z given by

Z(ω) = E(ω,t)

I(ω,t)
(10)

may also be a complex number. The impedance of a resistor R is simply the resistance itself:

ZR = R (11)

but the impedance of a capacitor is an imaginary number:

ZC = 1

j ω C
(12)

where C is the value of the capacitance. Equation (12) is not obvious, so that its origin is given in
Appendix L. Impedances in series or parallel follow the same rules as for resistances.

The Metal/Solution Interface

In Chapter 3 (Fig. 3.14), we discussed an equivalent circuit model for the metal/solution interface.
This equivalent circuit, shown again in Fig. 14.4, contains a double-layer capacitance Cdl in parallel
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Metal Solution

Cdl

RP

RS
1 2 3

Fig. 14.4 Equivalent circuit for an electrical double layer (edl). Cdl is the capacitance of the edl, Rp is the polarization
resistance, and Rs is the solution resistance

with the polarization resistance (i.e., charge transfer resistance) Rp. (Rp has the same meaning here
as in Chapter 7). The parallel component of the circuit containing Rp and Cdl is in series with the
solution resistance, Rs, which exists between the electrical double layer and the tip of the reference
electrode.

Impedance Analysis

We can now perform an AC impedance analysis [9] of the assembly shown in Fig. 14.4. From Eqs.
(11) and (12), the impedance Z12 between the points 1 and 2 is

1

Z12
= 1

RP
+ j ω Cdl (13)

or

Z12 = Rp

1+ j ω Rp Cdl
(14)

The impedance Z between the points 1 and 3 in Fig. 14.4 is then

Z = RS + RP

1+ j ωRP Cdl
(15)

Multiplying the numerator and denominator in Eq. (15) by the term (1 – jωRpCdl) gives

Z = RS + RP

1+ ω2 R2
P C2

dl

− j
ω R2

P Cdl

1+ ω2 R2
P C2

dl

(16)

Writing the impedance Z as a complex number:
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Z = Z′ + j Z′′ (17)

gives the real (Z ′) and imaginary (Z ′′) parts of the impedance to be

Z′ = RS + RP

1+ ω2 R2
P C2

dl

(18)

and

Z′′ = − ω R2
P Cdl

1+ ω2 R2
p C2

dl

(19)

These last two equations can be combined by the elimination of ω. The result (after a little
algebra) is

[
Z′ −

(
RS + RP

2

)]2

+ (Z′′)2 =
(

RP

2

)2

(20)

Equation (20) is the equation of a semi-circle centered at (Rs + (Rp/2), 0), as shown in Fig. 14.5.
The semi-circle intersects the Z ′-axis at the values Rs and (Rs + Rp). The value of ω at the apex of
the semi-circle is given by

ωmax = 1

RP Cdl
(21)
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Fig. 14.5 Schematic diagram of complex-plane plot of the imaginary part of the impedance, Z ′′, vs. the real part of
the impedance, Z ′

The result in Eq. (21) follows from taking dZ ′′/dω = 0. See Problem 14.1. Then Cdl can be
determined from Eq. (21) once Rp is known.

Thus, all three unknown quantities Rp, Rs, and Cdl can be determined from Fig. 14.5. Plots such
as Fig. 14.5 are referred to by various workers as complex-plane plots, Argand diagrams, Nyquist
plots, or Cole–Cole plots.

If the value of Rp is known, then the value of Cdl can also be determined from a linear plot of Z ′
vs. Z ′′/ω. The relationship is
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Z′ = Rs − Z ′′

ω RP Cdl
(22)

The slope of the plot is –1/(RpCdl) and the intercept is Rs. The origin of Eq. (22) is left as an
exercise in Problem 14.2.

Additional Methods of Plotting Impedance Data

One of the disadvantages of the semi-circular plots in Fig. 14.5 is that the frequency dependence of
the impedance does not appear on the diagram. In addition, the points are often distributed unevenly
along the arc of the semi-circle. Finally, the maximum value of Z ′′ on the semi-circle and its corre-
sponding frequency (used to obtain Cdl) may not actually correspond to a data point. These problems
are illustrated in Fig. 14.6, which is the complex-plane plot for an interface for which Rp = 1,000 �,
Rs = 100 �, and Cdl = 10 μF/cm2.
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Fig. 14.6 Calculated complex-plane plot for the equivalent circuit shown in Fig. 14.4 with Rp = 1,000 �, Rs = 100
�, and Cdl = 10 μF/cm2 (frequencies in hertz are indicated on the figure)

(It should be noted that when C is expressed as a capacitance per unit area, i.e., as F/cm2, then
values of resistances and impedances are actually in �-cm2 rather than in ohms. See Problems 14.3
and 14.4.)

An alternate method of displaying impedance data is a Bode plot, in which log |Z| is plotted vs.
log ω. The absolute value of the impedance Z follows from Eq. (4) as

|Z| = (Z′2 + Z′′2)
1
2 (23)

Equations (18), (19), and (23) combine to give
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|Z | =

⎧⎪⎨
⎪⎩
(

RS + RP

1+ ω2 R2
P C2

dl

)2

+
(

ω R2
P Cdl

1+ ω2 R2
P C2

dl

)2
⎫⎬
⎭

1/2

(24)

The Bode plot corresponding to the complex-plane plot in Fig. 14.6 is given in Fig. 14.7.
Resistances appear as horizontal lines in a Bode plot, and capacitances appear as slanted lines. It
can be seen from Eq. (24) that for small values of ω

|Z| → (RS + RP) as ω→ 0 (25)

For large values of ω

|Z| → RS as ω→∞ (26)

To see this last result it is necessary to use L’Hospital’s rule on Eq. (24). See Appendix M. The
portion of the curve where the impedance is due largely to the capacitance Cdl has a slope equal to
–1. See Problem 14.5.

Other methods of plotting impedance data include graphs of Z ′ or Z ′′ vs. ω, as shown in
Fig. 14.8 for the equivalent circuit shown in Fig. 14.4. In addition, the phase angle δ can be plotted
versus ω, where the phase angle δ is given by

tan δ = Z′′

Z′
(27)

The most useful plot, however, has generally proven to be the Bode plot, and applications
involving Bode plots are given in this chapter.
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Multiple Time Constants and the Effect of Diffusion

An electrochemical system may contain more than one relaxation process and thus may have more
than a single time constant. In such a case, the complex-plane plot will display more than one
semi-circle, as shown schematically in Fig. 14.9 for the case of two time constants. (The Bode
plot corresponding to Fig. 14.9 will contain three plateaus).

In addition, an electrochemical system may contain a component which is under diffusion control,
for which [8]

Z = σ

ω1/2
− j σ

ω1/2
(28)

where σ is the conductivity. The effect of diffusion appears at low frequencies in the complex-
plane plot as a straight line 45◦ to the real axis, as shown schematically in Fig. 14.10. The effect of
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diffusion appears on the corresponding Bode plot as a slanted line with a slope of –1/2. See Problem
14.6. When diffusion effects are present in electrochemical systems, the equivalent circuit in Fig.
14.4 is modified by the inclusion of a diffusion component, known as the Warburg impedance, as
shown in Fig. 14.11.
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Fig. 14.10 Schematic diagram of a complex-plane plot for a system having a diffusion component
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Fig. 14.11 Equivalent circuit for a electrochemical interface having a diffusion component. W represents the Warburg
impedance due to diffusion

Kramers–Kronig Transforms

The Kramers–Kronig transforms are a set of integral equations which transform the real compo-
nent of the impedance into the imaginary component [10–12], and vice versa. The Kramers–Kronig
relationship have been expressed in various forms, but two of the most important are

Z′(ω)− Z′(∞) = 2

π

∫ ∞
0

x Z′′(x)− ω Z′′(ω)

x2 − ω2
dx (29)

and

Z′′(ω) = −2ω

π

∫ ∞
0

Z′(x)− Z′(ω)

x2 − ω2
dx (30)

These transforms allow an independent check on the validity of the experimental impedance data.
In addition, a useful relationship is [12]
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RP = 2

π

∫ ∞
0

Z′′(ω)

ω
dω (31)

If Z ′′(ω) is a symmetric function, as shown in Fig. 14.8, then Eq. (31) can be rewritten as

RP = 4

π

∫ ωmax

0

Z′′(ω)

ω
dω (32)

where ωmax is the angular frequency at which Z ′′ has its largest absolute value. If Z ′′(ω) can be
expressed as a polynomial in ω of the form [11]

Z′′(ω) = a0 + a1ω + a2ω
2 + a3ω

3 + · · · + anω
n (33)

then the integration in Eq. (32) is simple, and it is relatively easy to compute Rp from the imaginary
part of the impedance (Z ′′) alone. Insertion of Eq. (33) into Eq. (32) and integrating gives

RP = 4

π

∑
i

[
a0 ln ω + alω + a2ω

2

2
+ a3ω

3

3
+ · · · + anω

n

n

]ωi+1

ωi

where the curve fitting of Z ′′ and the integration is done piecewise over i segments of the Z ′′ vs. ω

plot [11]. This computation thus provides an independent check of the value of Rp because only Z ′′
is used in its determination. This value of Rp can be compared with the value of Rp as determined
from either Bode plots or complex-plane diagrams (which use both Z ′ and Z ′′).

Application to Corrosion Inhibition

An example of the application of these principles is given by the corrosion inhibition of iron in acid
solutions [13]. Figure 14.12 shows Bode plots for iron in de-aerated 1 M HCl with and without the
addition of a biological molecule called aerobactin, the molecular formula of which is given in Fig.
14.13. The Bode plot in Fig. 14.12 shows that the addition of aerobactin increases the value of Rp.
(Recall that the low-frequency limit of |Z| gives (Rp + Rs).) As shown in Chapter 7, the corrosion
rate decreases as Rp increases. The relationship given by Eq. (64) in Chapter 7 is

icorr = 1

2.303 RP

(
1
ba
+ 1
| bC|

) (34)

(The term (dη/di) for small η in Chapter 7 is the same as Rp.) The actual corrosion rate can be
calculated from Rp if the Tafel slopes ba and bc are known. See Problem 14.8.

The complex-plane plots corresponding to the Bode plots in Fig. 14.12 are shown in Fig. 14.14.
The complex-plane plot also shows that the addition of aerobactin to 1 M HCl increases the value of
Rp. (The semi-circle intersects the real axis at the values of Rs and (Rp + Rs).)

Figure 14.14 also shows that the complex-plane plot is not a perfect semi-circle but is instead a
semi-circle with its center depressed below the real axis. Such complex-plane plots with depressed
semi-circles, as shown in Fig. 14.14, are called Cole–Cole plots [10]. A depressed semi-circle results
if there is a distribution of relaxation times τ around a most probable value τ o = RpCdl. This is
tantamount to the distribution of capacitances around some central value Cdl [13, 14]. In such a case
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Fig. 14.12 Experimental Bode plots for iron in de-aerated 1 M HCl with and without the inhibitor aerobactin [13].
Sample area = 5.0 cm2. Reproduced by permission of ECS – The Electrochemical Society
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Fig. 14.13 Molecular formula for the inhibitor aerobactin [13]

Eq. (15) is replaced by [10]:

Z = RS + RP

1+ (j ω RP Cdl)l−α
(35)

where α is a measure of the departure from ideality. The parameter α ranges from 0 to 1 and is zero
for ideal behavior. The capacitance Cdl and the parameter α can be determined from the various arc
chords U and V shown in Fig. 14.15. By calculating the ratio |V/U| for each frequency, we obtain
[4, 10, 13]:

log

∣∣∣∣ V

U

∣∣∣∣ = (α − 1) log (2π f )+ (α − 1) log (Cdl RP) (36)

The derivation of Eq. (36) is given in Appendix N. The value of Cdl follows from Eq. (36) and is
given by



440 14 AC Impedance

–200

–150

–100

–50

0
400300 350200150100500 250

Real, Z', in ohms

Im
ag

in
ar

y,
 Z

",
 in

 o
hm

s

Uninhibited

iron

3 x 10–3 M/l 

aerobactin

Iron in 1 M HCl

Fig. 14.14 Experimental complex-plane plot for iron in de-aerated 1 M HCl with and without the inhibitor aerobactin
[13]. Sample area = 5.0 cm2. Reproduced by permission of ECS – The Electrochemical Society

Ideal (semicircle)

Depressed semicircle
(Cole-Cole)

*z*

V
U

Im
ag

in
ar

y,
 Z

”

V
U

RS RS + RP 
Real, Z’

Fig. 14.15 Schematic complex-plane diagram for the impedance showing arc chords U and V for a given frequency
[13]. The notation z∗ indicates that z is a complex number. Reproduced by permission of ECS – The Electrochemical
Society

Cdl = 10I/S

RP
(37)

where I and S are the intercept and slope, respectively, of the plot of log |V/U| vs. log ω.
Figure 14.16 shows the plot of Eq. (36) for iron in 1 M HCl containing 3 × 10–3 M aerobactin.

The calculated value of Cdl was 56 μF/cm2, and the value for uninhibited iron was 89 μF/cm2, so
that the double-layer capacitance decreased with adsorption of the inhibitor, as has been discussed
in Chapter 12. The slope of the plot in Fig. 14.16 is (α–1) = –0.86, or α = 0.14.

In addition, polarization resistances were determined from Kramer–Kronig relations in Eqs.
(31) and (34) for iron in 1 M HCl in the presence of various biological molecules. As shown in
Table 14.2, there is good agreement between Rp values determined using the Kramers–Kronig
relation and Rp values determined from Bode plots or complex-plane plots.
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Table 14.2 Polarization resistance (Rp) values determined by three different methods for iron in 1 M HCl with and
without the addition of various biological molecules [13]

Rp in �cm2

Kramers–Kronig Bode plot Complex-plane plot

Uninhibited 20.4 20.3 20.4
Aerobactin

3.0 × 10–3 M
71.5 73.5 74.4

Rhodotorulic acid
1.2 × 10–3 M

75.5 71.6 71.4

Enterobactin
3.1 × 10–4 M

113 104 107

Parabactin
1.4 × 10–4 M

476 449 466

Organic Coatings

One of the most powerful applications of AC impedance techniques has been to assess the durability
of organic coatings in aqueous media [1, 2, 15–17]. In this regard, AC impedance techniques have
been used in two ways:

(1) to monitor the ingress of water (or ions) into the organic coating and
(2) to develop an equivalent circuit for the coating/substrate system and to relate the corrosion

behavior to the properties of the elements of the equivalent circuit.

Kendig and Leidheiser [18] were among the earliest to use AC measurements to follow the change
in capacitance and resistance of a coated metal in an aqueous solution (0.5 M NaCl). As time pro-
gressed, the capacitance of a polybutadiene coating increased and the resistance decreased due to
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the take-up of water and ions into the coating. (Recall from Chapter 13 that the transmission rate
of water into an organic film is much greater than the transmission rate of chloride ions, so that the
observed changes were most likely due to the ingress of water.) The basic idea is that the uptake of
water modifies the dielectric constant ε of the coating and hence the capacitance C:

C = ε0 ε A

l
(38)

where εo is the dielectric constant of free space (vacuum), A is the area, and l the thickness of the
coating.

A later example is provided by the work of Bierwagen et al. [19] in which the absolute value
of the impedance |Z| at 0.012 Hz was measured vs. time for various primer plus topcoat aircraft
coatings in an alternate immersion test. The results are shown in Fig. 14.17. Coatings which were
protective had values of |Z| at 0.012 Hz of 108–109 � over a period of 110 weeks. Non-protective
coatings had an initial |Z| at 0.012 Hz of approximately 106 � and these values decreased to about
103 � in 20–40 weeks. Similar trends were observed for alkyd and epoxy marine coatings. Thus, the
low-frequency values of |Z| can be used as an indicator of coating performance.

In the second approach, an equivalent circuit is used to represent the solution/coating/metal
system. Figure 14.18 shows the equivalent circuit used frequently [1, 2, 16–19] to represent a
polymer-coated metal. The components of the circuit are:
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Fig. 14.17 |Z| at 0.012 Hz vs. exposure time for various aircraft coatings in a cyclic test involving exposure to UV
light and alternate exposure and withdrawal from a salt fog consisting of 0.05% NaCl and 0.35% (NH4)2SO4. � Self-
priming topcoat, � Primer plus glossy topcoat, � Primer plus flat topcoat • Yellow primer. Figure 14.17 redrawn from
[19] by permission of Elsevier Ltd
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Fig. 14.18 Equivalent circuit for an organic coating on a metal substrate [1]. Rp is the polarization resistance at the
metal/solution interface and Cdl is the capacitance of the electrical double layer at the metal solution interface. Rcp is
the pore resistance of the coating and Cc the capacitance of the coating. Rs is the solution resistance.

Cc = coating capacitance
Cdl = double-layer capacitance at the metal/solution interface
Rp = polarization resistance at the metal/solution interface
Rcp = pore resistance of the coating
Rs = solution resistance

The pore resistance of the coating Rcp is of particular interest because it contains information
regarding degradation of the protective properties of the coating.

By combining the impedances of the components of the equivalent circuit, the real and imaginary
parts of the impedance are seen to be (after considerable algebra):

Z′ = RS + RP + Rcp + ω2 (RP Cdl)
2 Rcp(

1− ω2RPCdlRcpCc
)2 + ω2

(
RpCdl + RP Cc + RcpCc

)2 (39)

and:

Z′′ = −
ω
[
R2

P Cdl

(
1+ ω2 R2

cp Cdl Cc

)
+ Cc

(
Rp + Rcp

)2]
(
1− ω2 Rp Cdl Rcp Cc

)2 + ω2
(
Rp Cdl + Rp Cc + Rcp Cc

)2 (40)

The absolute value of the impedance |Z| then follows from inserting Eqs. (39) and (40) into Eq.
(23). It can be seen that as ω ⇒ 0, |Z| ⇒ Rs + Rp + Rcp. As ω⇒ ∞, |Z| ⇒ Rs. The latter result
requires successive use of L’Hospital’s rule.
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Fig. 14.19 Calculated Bode plots for the equivalent circuit in Fig. 14.18 for various input parameters. R is in � and
C in F/cm2

A typical Bode plot for an organic coating can be constructed by evaluating Z ′ and Z ′′ for rep-
resentative values of the components of the equivalent circuit. If the organic coating has undergone
little degradation, we can take Rp = 108 �, Rcp = 104 �, and Cdl = 2.5 × 10–11 F/cm2 [1]. We can
estimate Cc as in Example 14.2.

Example 14.2: What is the capacitance of a 35-μm thick organic coating having a dielectric constant
of 4.0? (This example is taken from Mansfeld [1]).

Solution: The organic coating is considered to be a parallel plate capacitor, for which the capacitance
is given by

C = ε0 ε A

1

where ε0 is the dielectric constant of free space (8.85 × 10–14 F/cm), A the area, and l the thickness
of the coating. Thus,

C

A
=
(
8.85× 10−14F cm−1

)
(4.0)(

35× 10−6 m
) (

100 cm
m

) = 1.0× 10−10 F/cm2

Then, we can use Cc = 1.0 × 10–10 F/cm2 and Rs = 1 � along with the values of the other
components of the equivalent circuit to calculate Z ′, Z ′′, and |Z| from Eqs. (39), (40), and (23).
These calculations produce the Bode plot in Fig. 14.19 (topmost curve).
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If there is significant delamination of the coating and concomitant electrochemical activity
beneath the organic coating, then Rp decreases and Cdl increases. The pore resistance of the coating
Rcp also decreases. In addition Cc increases due to absorption of water which causes an increase
in the effective dielectric constant of the organic coating. Figure 14.19 also shows the calculated
Bode plot for the following set of parameters: Rp = 104 �, Rcp = 102 �, Cc = 1.0 × 10–9 F/cm2,
Cdl = 2.5 × 10–5 F/cm2, and Rs = 1 � (lowermost curve). The effect of coating degradation is to
shift the Bode plot downward (and also to reveal more features in the plot). The Bode plot for an
intermediate set of equivalent circuit parameters is also given in Fig. 14.19 (middle curve).

The low-frequency portion of Bode plots can be used to rate or compare the corrosion behavior
of various organic coatings because the low-frequency limit contains the values (Rcp + Rp) which
reflect the properties of the coating (Rcp) and of the polarization resistance (Rp). Actually, the low
frequency limit also contains the value of the solution resistance, Rs, but this is constant for a given
test solution and is also much less than (Rcp + Rp).

Figure 14.20 shows experimentally determined Bode plots [20] for three different epoxy coatings
after 9 days immersion in an electrolyte used in atmospheric corrosion studies (8.5 mM (NH4)2SO4
plus 26 mM NaCl). The Bode plots show that the electrocoat epoxy has the best corrosion resistance
of the three coatings after the 9-day immersion period. The Bode plots in Fig. 14.20 also have the
same general shapes shown in Fig. 14.19.
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Fig. 14.20 Experimental Bode plots for three different epoxy coatings immersed 9 days in a solution containing
8.5 mM (NH4)2SO4 and 26 mM NaCl. Redrawn from [20] with the permission of the American Chemical Society
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Fig. 14.21 Schematic diagram of an anodized coating and the corresponding equivalent circuit [2]. Rb and Cb refer to
the barrier layer of the oxide, and Rpo and Cpo refer to the porous oxide layer. Reproduced by permission of Elsevier
Ltd

Oxide Films and Surface Treatments

AC impedance techniques have also been useful in the study of oxide films, especially in the anodiza-
tion of aluminum alloys [2, 21–24]. In Chapter 9, we discussed briefly the structure of oxide films
on aluminum as formed by anodization in sulfuric acid. The anodic film consists of an inner barrier
layer and an outer porous layer, as shown schematically in Fig. 14.21. (See also Fig. 9.22.) The
porous outer layer can be sealed in hot water or in aqueous solutions such as dichromates.

An equivalent circuit frequently used to represent the oxide structure is also given in Fig. 14.21
[2]. This equivalent circuit contains contributions from the inner barrier layer (Rb and Cb) and from
the outer porous layer (Rpo and Cpo). Rs is again the solution resistance. Some variations of this
equivalent circuit have been used by other authors [21, 22].

By combining the impedances of the components of the equivalent circuit in Fig. 14.21, the real
and imaginary parts of the impedance are given by:

Z′ = RS + Rb

1+ ω2 R2
b C2

b

+ Rpo

1+ ω2 R2
po C2

po
(41)

and

Z′′ = −ω

[
R2

b Cb

1+ ω2 R2
b C2

b

+ R2
po Cpo

1+ ω2 R2
po C2

po

]
(42)

Then |Z| is determined by using Eqs. (41) and (42) in Eq. (23). For small values of ω,
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Fig. 14.22 Calculated Bode plot for the equivalent circuit in Fig. 14.21 with input parameters indicated on the figure

∣∣Z| → Rs + Rb + Rpo as ω→ 0 (43)

For large values of ω,

|Z| → Rs as ω→∞ (44)

This last result again requires the use of L’Hospital’s rule. Note that the low-frequency portion
of the Bode plot is of particular interest because it contains information about the resistances of the
two layers which comprise the anodic oxide film.

Figure 14.22 shows a Bode plot for representative values of the circuit components, as given by
Mansfeld and Kendig [23]: Rb = 109 �, Cb = 5× 10–7 F/cm2, Rpo = 105 �, Cpo = 10–9 F/cm2, and
Rs = 1 �. The exact shape of the curve, of course, depends on the values of the input parameters.
Note that some features of the calculated Bode plot in Fig. 14.22 lie outside the range of applied
experimental frequencies.

Figure 14.23 shows experimental Bode plots for aluminum alloy 2024 anodized in sulfuric acid
with and without a dichromate seal [24]. It can be seen that the dichromate seal is effective in
increasing the impedance |Z| of the oxide film.

In order to compare the effectiveness of various anodization procedures and sealing treatments,
Mansfeld and Kendig [24] defined a damage function D as

D = log

( |Z|0
|Z|t

)
0.1 Hz

(45)
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Table 14.3 Damage functions for anodized aluminum alloys after 7 days immersion in 0.5 M NaCl [24]

Damage function for t = 7 days

Aluminum alloy Anodization Unsealed Sealeda

2024 Chromic acid 1.37 1.51
2024 Sulfuric acid 0.60 0.11
6061 Chromic acid 0.0 0.04
6061 Sulfuric acid 0.0 0.0
7075 Chromic acid 1.91 0.18
7075 Sulfuric acid 0.0 0.0

aSealed in dichromate solutions.

This function D shows how the low-frequency impedance |Z| changes as a function of immersion
time (t) in the electrolyte. (|Z|0 is the impedance after initial immersion). Oxide films which undergo
breakdown will show a decrease in |Z| with time, and thus an increase in D. Oxide films which
are resistant to corrosion will not display decreases in |Z|, so that D will have zero or small values.
Table 14.3 lists damage functions measured by Mansfeld and Kendig [24] for three different alu-
minum alloys. Sulfuric acid-anodized and chromic acid-anodized Al 6061 are so corrosion resistant
that no corrosion occurred in 7 days, even in the absence of sealing. For Al 2024, sealing produced
an improvement in the behavior for samples anodized in sulfuric acid, but not chromic acid. For Al
7075, sealing was beneficial.

Studies such as these show that AC impedance techniques can be used as a quality control tool in
the surface treatment of aluminum alloys.
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Concluding Remarks

As seen above, extensive use has been made of equivalent electrical circuits to characterize corrosion
protection by inhibitors, by organic coatings, or by surface treatments such as anodization. Such
equivalent circuits are based on best estimates of the physico-chemical properties of the system.
However, a given equivalent circuit is not necessarily unique; and other possible equivalent circuits
can be used. But if a given equivalent circuit is modified to take into account additional details, the
new equivalent circuit can instead become unnecessarily complicated and unwieldy for analysis.

AC impedance instrumentation is a standard tool in the modern corrosion laboratory. Not only
are these systems fully automated by computer control, but appropriate software is also available for
data analysis. AC impedance has been successfully applied to problems involving the metal/solution
interface, corrosion inhibition, anodization and surface treatments, and the corrosion behavior of
organic coatings.

Problems

1. Show that Eq. (19) can be differentiated and dZ ′′/dω set equal to zero to give

ωmax = 1

Rp Cdl

where ωmax is the frequency at which Z ′′ has its maximum absolute value.
2. In the text it was stated that for the equivalent circuit shown in Fig. 14.4, the term 1/(CdlRp) can

be determined from a linear plot of Z ′ vs. Z ′′/ω. Show that

Z′ = Rs − Z′′

ω Cdl Rp

Hint: Combine Eqs. (18) and (19).
3. Show that the term ωRC is dimensionless when R is in ohms and C is in F.
4. (a) Use the fact that ωRC is dimensionless if R is in ohms and C is in F to show that the units of

Z ′ and Z ′′ in Eqs. (18) and (19) are then each in ohms. (b) If C is in F/cm2, show that Rs, Rp,
Z ′, and Z ′′ are then each in � cm2 for Eqs. (18) and (19).

5. Show that on a Bode plot of log |Z| vs. log ω the slope for the impedance of a capacitor is –1.
6. (a) Show that a Warburg diffusion element appears on a complex-plane plot of –Z ′′ vs. Z ′ as a

straight line 45◦ to the real axis. (b) Show that on a Bode plot of log |Z| vs. log ω, the Warburg
impedance gives a straight line with slope –1/2.

7. (a) Derive an expression for |Z| for the following equivalent circuit. (b) Draw the Bode plot and
complex-plane plot for R = 1,000 � and C = 1.0 × 10–5 F/cm2.

CR
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8. From the Bode plot in Fig. 14.12, calculate the corrosion rate for iron in 1 M HCl containing 3.0
× 10–3 M aerobactin. The anodic and cathodic Tafel slopes are 60 and –120 mV, respectively.
The sample area is 5.0 cm2.

9. Given the following impedance data for a metal immersed in an acid solution. Determine Rp,
Rs, and Cdl.

f (Hz) Z ′ (�) Z ′′ (�) f (Hz) Z ′ (�) Z ′′ (�)

0.01 2,010.0 −7.5397 50 15.614 −105.82
0.02 2,009.9 −15.079 70 12.868 −75.691
0.03 2,009.7 −22.617 100 11.406 −53.023
0.05 2,009.3 −37.686 200 10.352 −26.525
0.07 2,008.6 −52.742 300 10.156 −17.685
0.1 2,007.2 −75.291 500 10.056 −10.612
0.2 1,998.7 −149.94 700 10.029 −7.5799
0.3 1,984.7 −223.34 1,000 10.014 −5.3060
0.5 1,941.4 −364.06 2,000 10.004 −2.6530
0.7 1,879.8 −493.43 3,000 10.002 −1.7687
1.0 1,761.2 −660.17 5,000 10.001 −1.0612
2.0 1,285.2 −961.47 7,000 10.000 −0.75800
3.0 887.62 −992.56 10,000 10.000 −0.53060
5.0 449.32 −828.10 20,000 10.000 −0.26530
7.0 261.16 −662.81 30,000 10.000 −0.17687

10 141.49 −495.71 50,000 10.000 −0.10612
20 44.578 −260.71 70,000 10.000 −0.075800
30 25.517 −175.49 100,000 10.000 −0.075800

10. The figure below shows experimental Bode plots in a test solution for an epoxy coating contain-
ing no plasticizer or one of two candidate plasticizers [25]. (Figure reproduced by permission
of Elsevier Ltd.) Does the presence of the plasticizer in the coating improve the corrosion
protection of the coating? If so, which plasticizer is better? Explain your answers.
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11. Calculate the capacitance per unit area of a barrier layer oxide film which is 200 Å thick and
has a dielectric constant of 10.
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Chapter 15
High-Temperature Gaseous Oxidation

Introduction

So far this text has considered the corrosion of metals or alloys in aqueous environments. However,
when a metal or alloy is exposed to an oxidizing gas, corrosion may occur in the absence of an
electrolyte, especially at high temperatures. This phenomenon is sometimes called “dry corrosion”
as opposed to “wet corrosion” which occurs in the presence of an aqueous electrolyte. Oxidizing
gases include O2, SO2, H2S, H2O, and CO2 but the most common oxidant is O2.

High-temperature gaseous oxidation is important in many applications, such as in gas turbines,
aircraft engines, petrochemical and power plants, and the extraction of metals from their ores. High-
temperature oxidation usually concerns the temperature range of several hundred degrees centigrade
to about 1,100◦C or so. (The transition metals Cr, Fe, Ni, and Co melt at 1,890, 1,535, 1,453, and
1,495◦C, respectively, but their oxides melt at higher temperatures. Aluminum melts at 660◦C and
aluminum oxide melts at about 2,000◦C.) The oxide films formed in high-temperature oxidation
reactions are much thicker than ordinary passive films and are often referred to as oxide layers or
scales. The term “hot corrosion” is generally reserved for the attack of metals and alloys by molten
salts or slags, but is not considered here.

Because this book is primarily concerned with aqueous corrosion, only a brief introduction to
high-temperature oxidation is given here. For a more extensive treatment, specialized texts on high-
temperature oxidation should be consulted [1–4].

Thermodynamics of High-Temperature Oxidation

The oxidation of a metal in air by oxygen proceeds by a chemical reaction such as

2 Cu(s)+ 1

2
O2 (g) → Cu2O (s) (1)

The standard free energy change for this reaction as written above is given by the standard free
energy of formation, �Gf

0, of Cu2O because 1 mole of Cu2O is formed from its elements. Tabulated
values of �Gf

0 exist as a function of temperature for various oxides [5, 6]. For instance, at 1,000 K,
the free energy of formation of Cu2O is −95.52 kJ/mole Cu2O, so that at 1,000 K the oxidation
reaction in Eq. (1) is spontaneous because the free energy change is negative. To compare the ther-
modynamic behavior of various oxides, it is useful to calculate their free energy change per mole of
O2. Thus, Eq. (1) can be rewritten as

453E. McCafferty, Introduction to Corrosion Science, DOI 10.1007/978-1-4419-0455-3_15,
C© Springer Science+Business Media, LLC 2010
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4 Cu(s)+O2 (g) → 2 Cu2O (s) (2)

and the free energy change for Eq. (2) at 1,000 K is 2(−95.52 kJ/mole Cu2O)=−191.04 kJ/mole O2.
Figure 15.1 shows the free energy change of Cu2O in Eq. (2) as a function of temperature. The

oxidation reaction is spontaneous at all temperatures shown, as indicated by the negative values for
the change in free energy. The slope of the line of �G0 vs. T gives the standard entropy change � S0

from Eq. (8) in Chapter 4. That is

�G0 = �H0 − T �S0 (3)

so that d�G0/dT = −�S0. The slope of �G0 vs. T has a positive value, so that �S0 is negative
for the oxidation reaction. This means that the entropy decreases and the degree of order in the
metal/oxygen system increases for the formation of a solid oxide from the metal and O2 gas.

Ellingham Diagrams

Figure 15.1 also shows standard free energy changes for other oxides, with each case being cal-
culated on the basis of 1 mole of O2. For example, the oxidation of iron to Fe3O4 is written as
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3

2
Fe(s)+O2 (g) → 1

2
Fe3O4 (s) (4)

It can be seen that of the oxides given in Fig. 15.1, Al2O3 is the most stable because it has the
largest decrease in free energy (at any given temperature) and Ag2O is the least stable because it
has the smallest decrease in free energy (at any given temperature). In fact, the oxidation of silver to
Ag2O is not spontaneous above 450 K where �G0 for the oxidation reaction becomes positive.

Figure 15.1 also shows that the oxides of Fe and Ni (which are major components of engineering
alloys) are less stable than the oxides of Cr, Al, and Si, which are often added as alloying elements
for protection against high-temperature oxidation.

Diagrams as in Fig. 15.1 are called Ellingham diagrams [7, 8], and they have the same limitations
as do Pourbaix diagrams in aqueous corrosion. That is, they contain information about the tendency
of reactions to occur but do not take into account the kinetics of reactions. Ellingham diagrams can
also be constructed for high-temperature reactions which form sulfides or carbides.

Although not shown in Fig. 15.1, there can be changes in the slope of a given curve if there is a
phase change due to melting or a change in the structure of the oxide.

Equilibrium Pressure of Oxygen

The pressure of oxygen in equilibrium with solid can be calculated from an expression given in
Chapter 4. That is

�G0=−RT In K (5)

For Eq. (2), for example,

K= a2 (Cu2O)

a4 (Cu) P (O2)
(6)

where a(Cu2O) and a(Cu) are the activities of Cu2O and Cu, respectively, and P(O2) is the pressure
of O2 gas. But recall from Chapter 4 that the activities of solids are unity, so that Eq. (6) becomes

K= 1

P (O2)
(7)

and Eq. (7) then becomes

�G0=RT In P(O2) (8)

Using �G0 =−191.04 kJ/mole in Eq. (8) gives P(O2)= 1.1× 10−10 atm at 1,000 K. At 1,000 K,
pressures of O2 below this value will not be sufficient to oxidize copper, whereas pressures greater
than 1.1 × 10−10 atm will support oxidation.

Note that Eq. (5) can also be applied to Eq. (1), in which case a different K would be written, but
the calculated value of P(O2) is the same as from Eq. (1); see Problem 15.2.

Table 15.1 gives equilibrium oxygen pressures for the oxidation of various metals at different
temperatures. For each metal, the equilibrium pressure needed to support oxidation increases with
temperature. All the equilibrium pressures are very low, except in the case of silver. For the oxidation
of silver at 400 K, an oxygen pressure of 0.10 atm is required for oxidation; and this value is less
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than the partial pressure of oxygen in air (0.2) atm so that the oxidation of silver in air is thermo-
dynamically favored in air at 400 K. However, at 500 K an oxygen pressure of 3.3 atm is required
for oxidation so that the oxidation of silver in air is not thermodynamically favored at 500 K (or at
higher temperatures). (Note that this argument pertains only to the tendency of oxidation to occur
and not to the rate of oxidation.) There is a thermodynamic tendency for all the other metals in
Table 15.1 to oxidize in air because the required oxygen pressures are very low.

Table 15.1 Equilibrium pressures of oxygen required for the oxidation of various metals at different temperatures

O2 pressure in atmospheres

Oxidation reaction 400 K 500 K 1,000 K 1,500 K 2,000 K

2Ag + 1/2O2→ Ag2O 0.10 3.3 2,320 – a – a

2Cu + 1/2O2→ Cu2O 2.6 × 10–37 2.1 × 10–28 1.1 × 10–10 1.0 × 10–4 – a

Ni + 1/2 O2→ NiO – b 4.6 × 10–41 4.6 × 10–16 8.5 × 10–8 1.4 × 10–3

3Fe + 2O2→ Fe3O4 – b – b 2.0 × 10–21 6.8 × 10–12 4.3 × 10–7

2Cr + 3/2O2→ Cr2O3 – b – b 5.4 × 10–31 5.8 × 10–18 1.9 × 10–11

Si + O2→ SiO2 – b – b 7.2 × 10–39 3.9 × 10–23 4.5 × 10–15

Ti + O2→ TiO2 – b – b 1.5 × 10–40 3.4 × 10–24 5.1 × 10–16

2Al+ 3/2O2→ Al2O3 – b – b – b 1.7 × 10–28 9.9 × 10–19

aThe oxide is molten at this temperature.
bThe value of the O2 pressure is very low and is lower than in the entry to the right in the table.

Theory of High-Temperature Oxidation

The initial stages of oxidation involve the chemisorption of oxygen as O−2 ions on a clean metal
surface to generate an electrical field at the surface. This electrical field then promotes the intrusion of
oxidized metal atoms (cations) into the plane of adsorbed oxygen ions to produce a two-dimensional
structure, which grows into an oxide film. These processes have been studied in detail at lower
temperatures [4, 9] but at higher temperatures the initial stages of oxidation proceed very rapidly, so
that it is the continued growth of the oxide film which is of paramount importance.

The growth of thicker oxide layers is described by the Wagner theory of oxidation [1−4, 10].
According to this model, oxide layers grow both from the metal substrate outward and from the
outer oxide layer inward. Metal atoms are oxidized to metal cations at the metal substrate, and
the cations which are produced diffuse outward through the oxide film, along with a concomitant
outward migration of electrons produced by the oxidation reaction. At the outermost surface of the
oxide film, O2 gas is reduced to O−2 ions, which then diffuse inward through the oxide film. Thus
situation is depicted in Fig. 15.2.

For the growth of an oxide of composition MO, the reactions are thus:

M → M2+ + 2e− at the metal/oxide Interface

1/2 O2+ 2e− → O2− at the metal/oxide Interface

M+ 1/2 O2 → MO (overall reaction)

Thus, the oxide layer must possess both an ionic and electronic conductivity for the oxide film to
grow. The oxide layer serves as (i) an ionic conductor, (ii) an electronic conductor, (iii) an electrode
for the reduction of oxygen (at the outer surface of the oxide), and (iv) a diffusion barrier through
which metal cations and oxygen anions diffuse.
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Fig. 15.2 The Wagner mechanism of high-temperature oxidation [10]. The oxide layer contains both an ionic and
electronic resistance

The electronic resistivity of the oxide film is much higher than its ionic resistivity so that the ionic
path is usually rate determining. Cations and anions do not diffuse with equal ease, and the diffusion
of one or the other may be rate controlling. For the common base metals Fe, Ni, Cu, Cr, and Co, the
rate-controlling step is the diffusion of cations outward but for the refractory metals Ta, Nb, Hf, Ti,
and Zr, the rate-controlling step is the diffusion of O2– anions inward [11]

Because the oxide layer grows by movement of ions (not atoms) through the film, the oxide
film may be considered to be a solid electrolyte. This raises an interesting comparison between
high-temperature oxidation and aqueous corrosion, as shown in Table 15.2.

The Wagner mechanism is not only applicable for high temperatures but also for lower temper-
ature processes, such as the growth of rust layers in the natural atmosphere; see Problem 15.4.

Table 15.2 Comparison between electrochemical aspects of high temperature oxidation and aqueous corrosion [11]

Method of corrosion control

Avoid contact between fixed
anodes and fixed cathodes in a
galvanic cell

Increase electrolyte resistance

Aqueous corrosion Often possible, e.g., by inserting
an inert barrier between anode
and cathode

Often impossible because of fixed
conditions

High-temperature oxidation Impossible because metal and
oxide are in contact

Possible, by alloying to reduce the
ionic diffusivity

Oxidation Rate Laws

The kinetics of high temperature oxidation are usually studied in experiments which measure the
gain in weight of a metal sample when an oxide is formed on the metal sample. The gain in weight is
proportional to the thickness of the oxide which is formed. These measurements are made continu-
ously using a microbalance assembly, with the sample placed in a furnace fitted with a thermocouple
and temperature control.
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Fig. 15.3 Oxidation of high-purity nickel in oxygen at several different temperatures. Redrawn from Ref. [12] by
permission of ECS – The Electrochemical Society

Figure 15.3 shows kinetic data [12] for the oxidation of annealed commercial purity nickel in
oxygen at several different temperatures. At a given time, the total weight gain increases with tem-
perature. Also, at a given time, the instantaneous rate of oxidation, as measured by the slope of the
curve, increases with temperature.

There are three main laws which describe the kinetics of high-temperature oxidation. These are
the (i) linear, (ii) parabolic, and (iii) logarithmic rate laws.

Linear Rate Law

In the linear rate law, the rate of oxidation is constant:

dy

dt
= k (9)

where y is the thickness of the oxide film. This equation holds when the reaction rate is constant
at the metal/oxide interface, as, for example, when the gaseous reactant reaches the metal substrate
through, cracks or pores in the oxide film. Equation (9) can be rewritten as dy = kt, and integrated
to give

y= kt+ const (10)
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where “const” is the constant of integration and can be determined from the initial conditions. If a
clean metal surface is used in the rate study, then y = 0 at t = 0, so that const = 0. Otherwise, const
is the initial thickness of the oxide film prior to high-temperature oxidation.

Metals which obey the linear rate law do not form protective oxides. An example is the oxidation
of niobium in air at 1 atm between 600 and 1,200◦C [13].

The oxide thickness in Eq. (10) can be replaced by the gain in weight per unit area, because the
weight gain is proportional to the oxide thickness. (The constant in Eq. (10) will accordingly be
different.) See Example 15.1. The same is true for the other two rate laws which follow.

Example 15.1: Show that for the linear rate law, the gain in weight per unit area, w, has the same
form as in Eq. (10).

Solution: The weight gain per unit area, w, is related to the oxide thickness y by

w= ρ y
( g

cm2
= g

cm3
× cm

)

where ρ is the oxide density. Thus, y = w/ρ, and substitution into Eq. (9) gives

1

ρ

dw

dt
= k

or

dw

dt
= kρ= k′

Thus, dw = k ′dt, and integration gives

w= k′t+ const

which has the same form as Eq. (10).

Parabolic Rate Law

In the parabolic rate law, the diffusion of ions or electrons through the oxide is rate controlling, as
illustrated in Fig. 15.2. The rate of oxidation is inversely proportional to the oxide thickness:

dy

dt
= k′

y
(11)

Rewriting Eq. (11) as ydy = k ′dt and integrating gives

y2= 2k′t+ const= kpt+ const (12)

where kp is the parabolic rate constant. This rate law holds for protective oxides and is applicable to
the high-temperature oxidation of many metals, including copper, nickel, iron, chromium, and cobalt
[14]. The data in Fig. 15.3 follow the parabolic rate law.
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Logarithmic Rate Law

At lower temperatures and for oxide films of 1,000 Å or less, the oxidation rate often follows a
logarithmic law:

y= k" log(ct+ 1) (13)

where c is a constant to be determined from the experimental data. This rate law is semi-empirical,
but is generally thought to result if the rate of oxidation is controlled by the transfer of electrons
across the oxide film. The transfer of electrons can be rate controlling because of the thinner oxide
films involved. The logarithmic rate law is obeyed for the initial oxidation of many metals, including
copper, iron, zinc, nickel, and others [14].

Comparison of Rate Laws

The three main rate laws for oxidation are compared in Table 15.3. These three rate laws are also
compared in Fig. 15.4, which is plotted with arbitrary values of k = k ′ = k ′′ =1, c = 100, and
the constants of integration taken as zero. Figure 15.4 shows that the linear rate law leads to a
non-protective oxide whereas the parabolic and logarithmic rate laws pertain to protective oxides in
which the rate of growth (and hence the rate of weight gain) decreases with time. The oxide film
approaches a limiting thickness in the case of the logarithmic rate law.

Table 15.3 The three main rate laws for high-temperature oxidation

Rate law Equation Test for fit

Linear y = kt + const y vs. t is linear
Parabolic y2 = 2k ′t + const y2 vs. t is linear
Logarithmic y = k ′′ log (ct + 1) y vs. log t is linear (for ct > 1)

The Wagner Mechanism and the Parabolic Rate Law

The Wagner mechanism of oxidation shown in Fig. 15.2 gives rise to a parabolic rate law [15–17].
This rate law results from assuming that the growth of the oxide film is proportional to a current I
which flows through the oxide film:

dy

dt
=BI (14)

where B is a proportionality constant given by

B= M

A doxideF
(15)

where M is the gram-equivalent weight of the oxide, A is the area of the oxide, doxide the oxide
density, and F is the Faraday. (B has the units of cm/C, and accordingly, dy/dt has the units of cm/s.)
The corrosion current is given by
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Fig. 15.4 Illustration of the three main rate laws. The linear rate law is plotted with k = 1 in Eq. (10) and the
parabolic rate law is plotted with k ′ = 1 in Eq. (12), with the constants of integration taken to be zero in each case.
The logarithmic rate law is plotted with k ′′ = 1 and c = 100 in Eq. (13)

I = E

R
(16)

where E is the emf across the oxide electrolyte and R is the oxide resistance. The emf across the
oxide film can be determined from the free energy change �E for the oxidation reaction and the
relationship �G = –nFE. The ionic resistance and electronic resistance of the oxide layer exist in
series because both must operate for oxidation to occur. Thus, the total resistance R of the oxide is
given by

R=
(

1

κionic
+ 1

κelecronic

)
y

A
(17)

where κ ionic and κelectronic are the ionic and electronic oxide conductivities, respectively. Equation
(17) can be rewritten as

R=
(

τa+ τc+ τe

τa+ τc

1

κ
+ τa+ τc+ τe

τe

1

κ

)
y

A
(18)

where κ is the conductivity of the oxide and τ a, τ c, and τ e are the transference numbers for the
anion, cation, and electron, respectively. (The transference number is the fraction of current carried
by a given species.) Then, since τ a + τ c + τ e =1, Eq. (18) can be rewritten as

R=
(

1

(τa+ τc) τe

)
y

κA
(19)

Equations (14), (15), (16), and (19) combine to give

dy

dt
= M

doxideF
[(τa+ τc) τe κE]

1

y
(20)
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or

y dy = M

doxideF
[(τa+ τc) τe κE] dt (21)

After integration,

y2 = 2 M

doxideF
[(τa+ τc) τe κE] t + const (22)

which has the form of a parabolic expression:

y2= kpt+ const (23)

where

kp = 2 M

doxideF
[(τa+ τc) τe κE] (24)

The parabolic rate constant can also be expressed as a normalized rate constant by dividing y2 by
2M/doxide. Then Eq. (22) becomes

y2

2 M
doxide

= 1

F
[(τa+ τc) τe κE] t + const′ (25)

or

y2

2 M
doxide

= krational t + const′ (26)

where krational is called the rational rate constant and is given by

krational = 1

F
[(τa+ τc) τe κE] (27)

The rational rate constant has the units equiv cm−1 s−1.
Equations (24) or (27) provide a means for calculating parabolic rate constants from oxide param-

eters. Some calculated values compiled by Kubachewski and Hopkins [1] are listed in Table 15.4.

Table 15.4 Calculated and measured rational rate constants for high-temperature oxidation [1]

Rational rate constant (equiv/cm/s)

Metal Oxidant
Temperature in
◦C Calculated Experimental

Cu I2 (gas) 195 3.8 × 10−10 3.4 × 10−10

Ag Br2 (gas) 200 2.7 × 10−11 3.8 × 10−11

Cu O2, P = 8.3 × 10−2 atm 1,000 6.6 × 10−9 6.2 × 10−9

Cu O2, P = 3.0 × 10−4 atm 1,000 2.1 × 10−9 2.2 × 10−9

Co O2, P = 1 atm 1,000 1.25 × 10−9 1.05 × 10−9

Co O2, P = 1 atm 1,350 3.15 × 10−8 3.65 × 10−8
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The close agreement between calculated and experimental values for the rational rate constant lends
support to the Wagner mechanism of oxidation.

Effect of Temperature on the Oxidation Rate

The oxidation rate increases with temperature according to the Arrhenius equation:

k=A′ exp−
�Eact

RT (28)

where k is the rate constant, R is the gas constant, T is the temperature in degrees Kelvin, and A ′
is a constant. The quantity �Eact is the activation energy and is the energy barrier which must be
overcome for the reaction to occur. Taking logarithms and differentiating gives

d log k

d
(

l
T

) =− �Eact

2.303 R
(29)

The activation energy �Eact can be determined from the slope of a plot of log k vs. 1/T. The
integrated form of Eq. (29) is

log
k2

k2
= �Eact

2.303 R

(
1

T1
− 1

T2

)
(30)

Equation (29) also holds for lower temperature processes. (Recall the free energy barrier �G�=
for aqueous corrosion processes in Chapter 7.)

Defect Nature of Oxides

Oxides are not perfect crystals but often possess various types of defects. Two of the most important
defects in regard to high-temperature oxidation are point defects due to vacancies and intersti-
tials. In an oxide, vacancies are missing ions and interstitials are extra ions which exist in the
crystal lattice. There can be cationic and anionic vacancies and cationic and anionic interstitials.
Figure 15.5 illustrates an interstitial cation and an anion vacancy. (The combination of an intersti-
tial plus a vacancy of the same component is called a Frenkel defect. The combination of a cation
vacancy and an anion vacancy is called a Schottky defect.)

Vacancies are important in high-temperature oxidation because they provide a means for diffusion
of cations or anions across an oxide film, as in the Wagner mechanism of oxidation. Diffusion occurs
by a vacancy mechanism if an ion in a normal lattice position jumps to an adjacent unoccupied
position (i.e., a vacancy). This is illustrated schematically in Fig. 15.6a. This movement or jump
of an ion in turn creates a vacancy in its wake, so that the process can be continued. If instead the
point defect is an interstitial ion, then diffusion occurs by a slightly different mechanism in which
an interstitial ion moves from one interstitial position to an adjacent interstitial position, as shown in
Fig. 15.6b.
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Fig. 15.5 Illustration of an interstitial cation and an anion vacancy
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Fig. 15.6 Schematic illustration of ionic diffusion by (a) anion diffusion by means of vacancies and (b) cation
diffusion by movement of interstitial cations
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Semiconductor Nature of Oxides

The existence of point defects gives rise to the semiconductor nature of oxides. for example, suppose
that ZnO contains interstitial Zn2+ ions, as illustrated in Fig. 15.7. Then for charge neutrality, two
extra electrons must be added to the oxide structure (from the metal) for each interstitial Zn2+ cation.
Thus, the current in the oxide film is carried by electrons, so that ZnO is an n-type semiconductor.
Ionic transport occurs by interstitial diffusion.

Zn+2 O–2

O–2

O–2

O–2

O–2

O–2

O–2

O–2

O–2

O–2

O–2

O–2Zn+2 Zn+2

Zn+2 Zn+2 Zn+2

Zn+2 Zn+2 Zn+2

Zn+2 Zn+2 Zn+2

Zn+2

Interstitial 
Zn+2

e–

e–

2 electrons required 
for charge neutrality

Fig. 15.7 Schematic illustration of an n-type oxide semiconductor containing interstitial cations

If instead the point defect is a cation vacancy, as illustrated in Fig. 15.8 for NiO, then the oxide
contains a deficiency of positive charges (due to the missing Ni2+ ions). Then for charge neutrality,
two electron holes must be added to the oxide structure for each Ni2+ vacancy. Thus, the current in
the oxide film is carried by electron holes, so that NiO is a p-type semiconductor and ionic transport
occurs by diffusion of vacancies.

Ni+2

vacancy

2 electron holes required
for charge neutrality

Ni+2 Ni+2

Ni+2 O–2

O–2O–2O–2

O–2O–2O–2

O–2O–2O–2

O–2O–2Ni+2 Ni+2

Ni+2 Ni+2 Ni+2

Ni+2Ni+2 Ni+2

h+

h+

Fig. 15.8 Schematic illustration of a p-type oxide semiconductor containing cation vacancies
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By similar arguments it can be seen that O2− vacancies produce a deficiency of negative charges,
so that electrons must be added for electroneutrality, thus producing an n-type semiconductor.
Figure 15.9 shows schematically that oxygen vacancies can be formed at high temperatures by the
loss of oxide ions to the gaseous phase.

O2

O-2

O-2
O2

Metal Oxide Gas Metal Oxide Gas

Oxygen
vacancies

2

-2

-2
2

-2

-2
2

Fig. 15.9 Schematic illustration showing the loss of two oxide ions (O2–) to the gas phase to form two oxygen
vacancies in the oxide layer

The last possibility, i.e., interstitial anions, produces an excess of negative charges which are
balanced by electron holes, thus giving a p-type semiconductor. However, examples of interstitial
anions, e.g. O2–, are not common due to the large size of the anion. These concepts are summarized
in Table 15.5.

Table 15.5 Types of oxide semiconductors

Type of oxide
semi-
conductor Defect

Requirement for
charge neutrality Charge carriers Ionic transport Examples [4, 18]

n-Type Interstitial
cations [extra
(+) charge]

Add electrons Electrons Interstitial ZnO, CdO

n-Type Anion vacancies
[missing (−)
charge]

Add electrons Electrons Vacancies Al2O3, TiO2,
Fe2O3, ZrO2

p-Type Cation vacancies
[missing (+)
charge]

Add holes Holes Vacancies NiO, FeO,
Cr2O3, Fe3O4

p-Type Interstitial anions
[extra (−)
charge]

Add holes Holes Interstitial UO2

Hauffe Rules for Oxidation

The effect of various foreign ions on the rates of high-temperature oxidation can be explained on
the basis of the semiconductor nature of the oxide layer. The effects of various solute ions on high-
temperature oxidation rates are called the Hauffe rules for oxidation.
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Consider an n-type oxide film with interstitial cations, such as ZnO with Zn2+ interstitial ions, as
described earlier. The equilibrium which exists between ZnO and its interstitial cations is

Zn2+
i + 2 e− + 1

2
O2 → ZnO (31)

where Zni
2+ represents an interstitial Zn2+ ion. By the law of mass action,

[ZnO][
Zn2+

i

] [
e−
]2

P(O2)1/2
=K (32)

where [Zni
2+] is the concentration of interstitial Zn2+ ions, [e–] is the concentration of electrons,

[ZnO] is the concentration (activity) of ZnO, P(O2) is the partial pressure of oxygen, and K is the
equilibrium constant.

The activity of solid ZnO is unity so that Eq. (32) becomes

1[
Zn2+

i

] [
e−
]2

P(O2)1/2
=K (33)

At a constant partial pressure of O2, Eq. (33) gives

[
Zn2+

i

] [
e−
]2 = 1

K P(O2)1/2
= K′ (34)

Suppose that one Zn2+ ion in the normal lattice is replaced with one Li+ ion, as shown in
Fig. 15.10. Then, for charge neutrality, one electron must be lost. Then as the concentration of elec-
trons is decreased, the concentration of interstitial Zn2+ ions must increase, according to Eq. (34).
But an increased concentration of interstitial cations means that the rate of interstitial diffusion will
increase. This is because the rate of diffusion is proportional to the concentration gradient according
to Fick’s first law of diffusion, as given in Eq. (4) in Chapter 8. An increased rate of diffusion in turn
yields an increased rate of oxidation, according to the Wagner theory of oxidation.

Interstitial

Must lose 1 electron

e– e–

Zn+2

Zn+2Zn+2 Zn+2

Zn+2Zn+2Zn+2

Zn+2

Zn+2Zn+2

Zn+2Zn+2

O–2O–2

O–2O–2O–2

O–2O–2O–2

O–2O–2O–2

O–2

Li+

Fig. 15.10 Schematic illustration of a ZnO n-type semiconductor containing interstitial Zn2+ ions and in which a
normal Zn2+ lattice ion is replaced by a lattice ion (Li+) of a lower oxidation number
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Fig. 15.11 Schematic illustration of a ZnO n-type semiconductor containing interstitial Zn2+ ions and in which a
normal Zn2+ lattice ion is replaced by a lattice ion (Al3+) of a higher oxidation number

If the ZnO film contains a solute ion of oxidation number greater than +2, e.g., Al3+ as shown in
Fig. 15.11, then for charge neutrality one electron must be added for each Al3+ solute ion. According
to Eq. (34), as the concentration of electrons increases, the concentration of interstitial Zn2+ ions
decreases. This means that there is a decreased rate of ionic diffusion, and accordingly a decreased
oxidation rate. See Table 15.6 for a compilation of these trends.

Table 15.6 Hauffe rules for oxidation

Type of oxide
semiconductor Defect Example

Oxidation
number of solute
ion relative to
oxide cation

Change in defect
concentration
and ionic
diffusion

Change in
oxidation rate

n-Type Interstitial cations ZnO Lower Increase Increase
Higher Decrease Decrease

Anion vacancies ZrO2 Lower Increase Increase
Higher Decrease Decrease

p-Type Cation vacancies NiO Lower Decrease Decrease
Higher Increase Increase

Interstitial anions UO2 Lower Decrease Decrease
Higher Increase Increase

If instead of interstitial cations, as in n-type semiconductors as described above, suppose that we
consider a p-type oxide semiconductor (e.g., NiO) in which the point defects are cationic vacancies.
The equilibrium which exists between the nickel ion vacancies and the NiO lattice is given by

NiO+VNi
′′ + 2 h+ → 1

2
O2 (35)

where VNi
′′ represents a nickel ion vacancy of effective charge –2 (the prime refers to an effective

negative charge) and h+ refers to an electron hole. By the law of mass action

P(O2)1/2

[NiO]
[
V"

Ni

] [
h+
]2 =K (36)
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or

[
V"

Ni

] [
h+
]2 = P(O2)1/2

K
=K′ (37)

at a constant partial pressure of oxygen.
Suppose next that one Ni2+ ion in the normal lattice position is replaced by one Li+ ion, as shown

schematically in Fig. 15.12. Then for charge neutrality, one electron must be lost, or equivalently, one
electron hole must be added. As the concentration of electron holes increases, then the concentration
of metal ion vacancies decreases, as per Eq. (37). This decrease produces a decrease in the rate of
ionic diffusion and hence a decrease in the oxidation rate.

Ni+2 Ni+2

Ni+2 Ni+2

Ni+2

Ni+2

Ni+2Ni+2Ni+2

Ni+2

Ni+2

Li+

h+ h+
h+

O–2 O–2 O–2

O–2O–2O–2

O–2 O–2 O–2

O–2 O–2O–2

vacancy

Must add 1 more electron hole

Fig. 15.12 Schematic illustration of a NiO p-type semiconductor containing oxygen vacancies and in which a normal
Ni2+ lattice ion is replaced by a lattice ion (Li+) of a lower oxidation number

If the NiO lattice contains a substitutional solute ion having an oxidation number higher than
that of Ni2+, e.g., Cr3+, then by a similar argument as just given, for each Cr3+ ion substituted for
a Ni2+ ion, one electron must be added (or one h+ is lost). According to Eq. (37), a decrease in the
concentration of electron holes yields an increase in the concentration of metal ion vacancies and
hence an increase in the rate of ionic diffusion and an increase in the oxidation rate.

This trend has been observed for the oxidation of Cr–Ni alloys in which chromium is added
progressively to nickel. Table 15.7 lists parabolic rate constants as compiled by Uhlig [14] for the
high-temperature oxidation of Ni-Cr alloys. For dilute alloys, the increased addition of Cr to Ni
results in an increase in the oxidation rate. This can be explained on the basis that increased alloying
with Cr results in increased concentrations of Cr3+ in the oxide film which, according to the argu-
ments above, leads to an increase in the oxidation rate. For higher alloying amounts of Cr, however,
the oxidation rate decreases as the oxide becomes predominantly Cr2O3 instead of NiO. (Recall from
the Ellingham diagram in Fig. 15.1 that Cr2O3 is more stable than NiO.)

So far we have considered only cation defects in regard to the Hauffe rules for oxidation. Consider
next an n-type oxide having anion vacancies, such as ZrO2. The equilibrium between an oxygen atom
in the lattice and an oxygen vacancy is:

V ′′O+ 2 e− + 1

2
O2 → Olattice (38)
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Table 15.7 Oxidation of
nickel alloyed with chromium
at 1,000◦C and 1 atm O2 [14] Wt% Cr

Parabolic rate constant
(g2/cm4/s3)

0 3.1 × 10−10

0.3 14 × 10−10

1.0 26 × 10−10

3.0 31 × 10−10

10.0 1.5 × 10−10

where V′′O represents an oxygen vacancy of effective charge +2. (The dots in V′′O represent effective
positive charges). Thus,

[Olattice][
V ′′O
] [

e−
]2

P(O2)1/2
=K (39)

or,

[
V ′′O
] [

e−
]2 = 1

K P(O2)1/2
=K′ (40)

at a constant partial pressure of O2.
If one Zr4+ ion in the normal lattice is replaced by an ion of lower oxidation state, say Al+3, then

one electron must be lost for charge neutrality; see Fig. 15.13. According to Eq. (40), a decrease in
the concentration of electrons produces an increase in the concentration of oxygen vacancies, which
in turn leads to an increase in the rate of diffusion and an increase in the oxidation rate. If Zr4+ ions
are replaced by ions of a higher oxidation state, the opposite trend results.
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Fig. 15.13 Schematic illustration of a ZrO2 n-type semiconductor containing oxygen vacancies and in which a normal
Zr4+ lattice ion is replaced by a lattice ion (Al3+) of a lower oxidation number

The last case to be considered is a p-type oxide semiconductor with interstitial anions. The
equilibrium between an interstitial oxygen ion Oi

2− and the lattice is

O−2
i + 2 h+ = 1

2
O2 (41)
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The effect of solute ions is left as an exercise in Problem 15.11.
Table 15.6 compiles the effects of various solute ions on the high-temperature oxidation rates of

the different types of oxide semiconductors.

Effect of Oxygen Pressure on Parabolic Rate Constants

The rate of parabolic oxidation is a function of the O2 partial pressure. The general relationship, as
will be seen below, is

kp=A P (O2)
1/n (42)

where kp is the parabolic rate constant and A is a constant, and n is negative for an n-type oxide
and positive for a p-type oxide. The case of an n-type oxide containing interstitial cations is shown
below.

For an n-type oxide MO with interstial cations, the equilibrium between the oxide and its
interstitial cations is given by

M+2
i + 2 e− + 1

2
O2 → MO (43)

which is a generalization of Eq. (31). Thus,

1[
M+2

i

] [
e−
]2

P(O2)1/2
=K (44)

But [Mi
+2] = 2 [e–], so that substituting for [e–] into Eq. (44) gives the result

[
M+2

i

]
=K′ P(O2)−1/6 (45)

For n-type oxides with interstitial cations, the rate of ionic diffusion is proportional to the con-
centration of interstitial cations (see Table 15.5). The rate of oxidation is in turn proportional to the
rate of diffusion, so that the result is

kp α P(O2)−1/6 (46)

If an electron associates itself with an interstitial cation, then Eq. (43) is modified to

M+i + e− + 1

2
O2 → MO (47)

and by a similar argument it can be shown that

kp α P(O2)−1/4 (48)

Similar arguments can be made for n-type oxides with anion vacancies by using Eq. (38), for
p-type oxides with cation vacancies by using Eq. (35), and for p-type oxides with interstitial anions
by using Eq. (41). The results are given in Table 15.8.
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Table 15.8 Effect of oxygen pressure on the parabolic rate constant

Type of oxide semiconductor Equilibrium
Mechanism of
diffusion

Dependence of
parabolic rate constant
on P(O2)

n-Type with interstitial cations Eq. (31) or (43) Interstitial cations P(O2)−1/6 or P(O2)−1/4

n-Type with anion vacancies Eq. (38) Anion vacancies P(O2)−1/6

p-Type with cation vacancies Eq. (35) Cation vacancies P(O2)1/6 or P(O2)1/4

p-Type with interstitial anions Eq. (41) Interstitial anions P(O2)1/6

Non-uniformity of Oxide Films

Oxide films formed at high temperature are often not uniformly homogeneous in composition or
structure. (That is, the solid electrolyte is not always homogeneous as are the usual electrolytes
in aqueous corrosion.) An example is provided by the oxidation of iron, which possesses multiple
oxidation states. As shown in Fig. 15.14, the oxide film consists of three distinct layers, FeO, Fe3O4,
and Fe2O3 [11]. The phase richest in iron (FeO) exists nearest the metal surface and the phase richest
in oxygen (Fe2O3) exists nearest the source of oxygen. The various voids in the oxide phase in
Fig. 15.13 are attributed to the collapse of cation vacancies.

Fe2O3

Fe

FeO

Fe3O4

Fig. 15.14 Oxide layers formed on iron exposed to air at high temperatures [11]. Original photomicrograph by
C.T. Fujii of the Naval Research Laboratory, Washington, DC and reproduced by permission of The McGraw-Hill
Companies

Voids have also been observed in other instances, such as in the high-temperature oxidation of
niobium [11]. (Nb2O5 has a Pilling–Bedworth ratio of 2.66.) These voids result in a non-protective
oxide in which oxygen can diffuse through the voids to locations closer to the metal surface where
the oxygen reduction reaction can occur. Thus, the effective thickness of the oxide film is reduced
by the presence of the voids.
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Protective vs. Non-protective Oxides

Based on the various factors which affect high temperature oxidation and on the properties of oxides,
several generalizations may be drawn regarding the protective nature of oxide films.

Pilling–Bedworth Ratio

The Pilling–Bedworth ratio R given by

R= Molecular volume of oxide

Molecular volume of metal
(49)

as was discussed in Chapter 9 on passivity. It was seen that the Pilling–Bedworth ratio is one factor in
determining whether or not an oxide forms a protective passive film. These considerations especially
apply to high-temperature oxidation because the thickness of the oxide layer is much greater than
that for ambient temperatures. This means that Pilling–Bedworth ratios taken from values for bulk
oxides are more reliable for high-temperature oxide layers than for the thinner passive oxide films
formed at lower temperatures.

A value of R < 1 once again means that the metal produces insufficient oxide to cover the metal
surface, and the oxide is not protective. A value of R equal to or slightly greater than 1 is the optimal
Pilling–Bedworth ratio for producing a protective oxide film. Values much greater than 1 intro-
duce compressive strengths which lead to fracture and spalling of the oxide layer. However, the
Pilling–Bedworth ratio is only one factor in determining the oxidation resistance of metals at high
temperatures, as seen below.

Properties of Protective High-Temperature Oxides

To be protective against high-temperature oxidation, an oxide should have the following
properties [11]:

(1) a coefficient of expansion approximately equal to that of the metal substrate,
(2) a good adherence to the metal substrate,
(3) a high melting point,
(4) a low vapor pressure,
(5) good high-temperature plasticity so as to resist fracture,
(6) low electrical conductivity or low diffusion coefficients for metal cations or oxygen anions,
(7) a Pilling–Bedworth ratio of approximately 1.

The actual behavior of metals and alloys must be measured experimentally. As in the case of
passive films at ambient temperatures, it is not possible to predict the exact behavior of alloys from
bulk oxide properties. Alloying additions of Cr, Al, and Si, however, have been generally found to
be effective in forming high-temperature protective oxides.

Most high-temperature engineering alloys form chromia (Cr2O3) or alumina (Al2O3) scales. Fe-
Cr, Ni-Cr, and Co-Cr alloys exhibit low oxidation rates when the Cr concentration is 15–30 wt.% [4].
Alloy 625 is another example of an alloy which provides a chromia-forming oxide. Alloy 625 has
a nominal composition of 60 Ni-20 Cr-10 Mo-5 Fe (Table 9.11) and is used frequently in aqueous
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corrosion applications but was originally developed as an alloy for high-temperature applications.
Alumina-forming oxides arise from alloys containing 5–7 wt.% Al and greater than 10 wt.% Cr [4].
A compilation of various high-temperature alloys is given by Khanna [4].

Problems

1. Based on thermodynamic considerations alone, what would be the effect on the stability of the
oxide film formed by high-temperature oxidation if iron was alloyed with aluminum?

2. For the following reaction:

4Cu (s) +O2 (g) → 2 Cu2O (s)

(a) Write an expression for the equilibrium constant.
(b) Calculate the equilibrium pressure of O2 from the equilibrium constant given that �G0 is

–191.04 kJ/mole at 1,000 K for the reaction as written above.
(c) How does this pressure of O2 compare with that calculated in the text for the reaction:

2Cu (s) + 1

2
O2 (g) → Cu2O (s)

3. The free energy of formation of MgO is –469.888 kJ/mole at 1,200 K. Calculate the equilibrium
pressure of O2 required for the oxidation of Mg to MgO at this temperature. Is oxidation possible
in air at this temperature?

4. In a study on the long-term growth of rust layers formed on a high tensile steel in the natural
atmosphere, Horton et al. [19] found that atmospheric dusts become deposited on the air surface
of the rust and then become enveloped within the rust layer. What does this observation suggest
about the mechanism of growth of rust layers at ambient temperatures in the natural atmosphere?

5. (a) Show that for logarithmic oxidation, the rate of oxide growth dy/dt is inversely proportional
to the time for large reaction times. (b) Then show that the oxidation rate approaches 0 for a
large reaction time.

6. Smeltzer et al. [20] found that the oxidation rate for Ni–Al alloys at 1,298 K increases with an
increase in the amount of Al (between 0.1 and 3.0 wt.%).

(a) Is this increase in the oxidation rate for Ni-Al alloys with increasing Al content consistent
with the thermodynamic trends in the Ellingham diagram?

(b) Is this increase in oxidation rate consistent with the Hauffe rules for oxidation?

7. The parabolic rate constant in the preceding problem was determined to be 3.5 × 10–10

g2 cm−4 s−1 for a Ni-0.1 wt% Al alloy at 1,298 K.

(a) Calculate the weight gain at 1,298 K after 20 h of oxidation.
(b) Calculate the oxide thickness (in μm) after 20 h oxidation assuming that the oxide is

predominantly NiO having a density of 6.67 g/cm3.

8. Lithium-aluminum alloys are used in aerospace applications where a reduction in weight is
desired. On the basis of the Hauffe rules for oxidation, what would be the effect of solute Li+

ions on the parabolic oxidation rate of aluminum?
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9. The following data are taken from a study [21] on a Co-10% Cr alloy oxidized in 100 torr O2 at
1,100◦C. Which one of the three major rate laws best fits these data?

Exposure time (h) Weight gain (mg/cm2)

1.0 14.0
2.0 20.1
3.0 24.9
4.0 28.7

10. In a study [21] on the high-temperature oxidation of cobalt, the activation energy was deter-
mined to be 146 kJ/mole for the oxidation of pure cobalt at 100 torr O2 pressure. The parabolic
rate constant at 950◦C was determined to be 25 mg2 cm−4 h−1. What is the weight gain of the
cobalt sample in mg/cm2 after 5 h of oxidation at 1,200◦C?

11. Uranium dioxide, UO2, is a p-type oxide with interstitial anions. Explain the effect of Al3+

solute ions on the rate of high-temperature oxidation. Explain the effect of Ta5+ solute ions on
the oxidation rate.

12. For the oxidation of Cu to Cu2O at a temperature of 1,000◦C and a pressure of 100 mmHg, the
oxide conductivity is 4.8 �/cm, the transference numbers are τa + τc = 4 × 10–4, and the cell
emf is E = 0.337 V [1]. Calculate the rational rate constant for parabolic oxidation. How does
your answer compare with the experimentally determined value of 7 × 10–9 equiv cm−1s−1
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Chapter 16
Selected Topics in Corrosion Science

Introduction

This chapter addresses selected topics in corrosion science. These topics can each form the basis
for more extended treatments, but in large part they complement the body of material included in
previous chapters. These special topics include (i) the application of electrode kinetics to corrosion
processes, (ii) potential and current distribution, (iii) large structures and scaling rules, (iv) acid–
base properties of oxide films, and (v) surface modification by directed energy beams (i.e., by ion
implantation or laser-surface techniques).

Electrode Kinetics of Iron Dissolution in Acids

Throughout this text, for the dissolution of iron, we have written

Fe→ Fe2+ + 2e− (1)

This equation pertains to the overall dissolution reaction but does not describe the mechanism by
which the reaction proceeds. In acid solutions, there are two experimental variable parameters which
control the anodic current density, ia. These are the pH (i.e., the concentration of hydrogen ions) and
the electrode potential, E. Thus

ia = f
([

H+
]

, E
)

(2)

where [H+] is the concentration of hydrogen ions in solution. Accordingly, we can experimen-
tally observe two parameters which describe how ia varies with changes in either [H+] or E. These
parameters are

zH+ =
(

∂ log ia
∂ log

[
H+
]
)

E

(3)

and

b−1
a =

(
∂ log ia
∂ log E

)
[H+]

(4)

where zH+ is called the reaction order with respect to the H+ ions and ba is the usual Tafel slope (see
Chapter 7).
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Various investigators have reported two different sets of kinetic data for the steady-state disso-
lution of iron in sulfuric or perchloric acids, as shown in Table 16.1. One group of investigators
[1, 2] reports anodic Tafel slopes of 40 mV while a second group [3, 4] reports values of 30 mV.
In addition, two different values of zH+ have been observed, i.e., −1 vs. −2. Both groups of inves-
tigators have observed that dissolved ferrous ions do not affect the anodic dissolution of iron, i.e.,
zFe

2+ = 0.

Table 16.1 Kinetic data for the anodic dissolution of iron in acid solutions

Solution Investigator ba (mV) zH+ zCl–

Sulfuric acid Bockris [1] 40 −1 −
Kelly [2] 40 −1 −
Heusler [3, 4] 30 −2 −

Hydrochloric acid Lorenz [7, 8] 60 −1 −1
McCafferty [9] 60 −1 −1

Concentrated acidic
chloride solutions

McCafferty [9] 60 +1.8 +1
Lorenz [8] 100 +1 +0.6
Nobe [10] 100 +1 +1

The observation that zH+ is a negative number (−1 or −2) is at first glance an astonishing result.
This means that at constant electrode potential, the H+ ion does not catalyze the anodic reaction,
but instead, it is the OH− ion which promotes anodic dissolution. The concentration of OH− ions
is very small in acid solutions ([OH−] = 10−13 M at pH 1.0), but OH− ions are generated by the
dissociation of adsorbed water molecules, as shown in the following mechanisms.

Bockris–Kelly Mechanism

Bockris et al. [1] and Kelly [2] proposed the following mechanism to explain their experimental
results:

Fe+ H2O
1�
−1

Fe(H2O)ads (5)

Fe(H2O)ads
2
�
−2

Fe(OH−)ads + H+ (6)

Fe(OH−)ads
3
�
−3

Fe(OH)ads + e− (7)

Fe (OH)ads
4−→ (FeOH)+ + e− (RDS) (8)

(FeOH)+ + H+ 5−→ Fe2+ (aq)+ H2O (9)

The overall reaction in steps 1–5 is Fe −→ Fe2++2e−. The mechanism above takes into account
that the electrode surface contains adsorbed water molecules, adsorbed hydroxyl ions, and the sur-
face intermediate FeOHads. The anodic reaction thus proceeds by two consecutive one-electron
transfer reactions. The rate-determining step (RDS) occurs in step 4.

In the steady state, the rate of appearance of each surface intermediate is equal to its rate of
consumption. That is,
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β
dθi

dt
= 0 (10)

where β is a proportionality constant which relates the surface coverage θ to the surface concentra-
tion in mol/cm2. Thus

β
dθ1

dt
= k1 (1− θT)− k−1βθ1 − k2βθ1 + k−2

[
H+
]
βθ2 = 0 (11)

β
dθ2

dt
= k2βθ1 − k−2

[
H+
]
βθ2 − k3βθ2 + k−3βθ3 = 0 (12)

β
dθ3

dt
= k3βθ2 − k−3βθ3 − k4βθ3 = 0 (13)

where ki are the electrochemical rate constants and θ1, θ2, and θ3 are the surface coverages of
Fe(H2O)ads, FeOH−ads, and FeOHads, respectively; and θT = θ1 + θ2 + θ3. The current density
is carried in steps 3 and 4. Thus

ia
F
= k3βθ2 − k−3βθ3 + k4βθ3 (14)

where F is the Faraday. Each rate constant ki (bar) is related to the electrode potential E by

ki = kie
±niFE/2RT (15)

where ni is the number of electrons transferred in the ith step. (The plus and minus signs refer to the
anodic and cathodic directions, respectively.) In addition, in Eq. (15) it is assumed that the transfer
coefficient α = 1/2 (see Chapter 7).

The solution to Eqs. (11) – (15) subject to (1 – θT) ≈ (1 – θ1) and k−3>>k4 is (after considerable
algebra) [2]

ia = 2F
k2k3k4β

k−2k−3
[
H+
]
(

k1

k1 + k−1β

)
e3FE/2RT (16)

Thus,

log ia = log (constants)− log
[
H+
]+ 3FE

2.303 (2RT)
(17)

Taking appropriate partial derivatives gives

zH+ =
(

∂ log ia
∂log

[
H+
]
)

E

= −1 (18)

and

ba =
(

∂E

∂ log ia

)
[H+]
= 2

3

(
2.303RT

F

)
= 0.040 V (19)
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(Recall from Chapter 7 that 2.303 (RT/F) = 0.0591 V.)
The results in Eqs. (18) and (19) agree with the experimental observations of Bockris [1] and

Kelly [2], as shown in Figs. 16.1 and 16.2.
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Fig. 16.1 Anodic current density of iron as a function of pH at constant electrode potential (E = –0.300 V vs. SHE)
in H2SO4 + Na2SO4 solutions [2]. Reproduced by permission of ECS – The Electrochemical Society
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Fig. 16.2 Anodic polarization of iron in H2-saturated 0.05 M H2SO4 at 30◦C [2]. (The slope for a 30 mV Tafel slope
is given by the dotted line.) Reproduced by permission of ECS – The Electrochemical Society

Heusler Mechanism

The Heusler mechanism (also called the catalyzed mechanism) is somewhat similar to the
Bockris–Kelly mechanism. The first three steps are the same in each mechanism, but step 4 in the
Bockris–Kelly mechanism is replaced by the following two steps:
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Fe+ Fe(OH)ads
3a
�
−3a

[Fe(FeOH)ads] = catalyst (20)

and

[Fe(FeOH)ads]+ OH−
4
�
−4

(FeOH)+ + (FeOH)ads + 2e− (21)

The reaction then continues as in step 5 of the Bockris–Kelly mechanism. The surface species
Fe(FeOH)ads serves simply as a catalyst for step 4. In the Heusler mechanism it is assumed that
most of the anodic reaction is carried out by step 4. With this assumption, then the overall reaction
is again- Fe→ Fe2+ + 2e−, and

ia = 2Fk4βθcatalyst [OH]− (22)

By setting up a system of steady-state equations as was done for the Bockris–Kelly mechanism,
it can be shown that

ia = 2F

(
k1

k1 + k−1β

)
k2k3k4

k−2k−3

(
KKw[
H+
]2
)

e2FE/RT (23)

where K is the equilibrium constant for the formation of the catalyst in step 3a, i.e., Eq. (20), and Kw
is the dissociation constant for water. Equation (23) leads to

zH+ =
(

∂ log ia
∂log

[
H+
]
)

E

= −2 (24)

and

ba =
(

∂E

∂ log ia

)
[H+]
= 1

2

(
2.303RT

F

)
= 0.030 V (25)

One of the criticisms of the Heusler mechanism is that a simultaneous two-electron transfer in
step 4 is less likely than two consecutive one-electron transfers, as in the Bockris–Kelly mechanism.
However, Eqs. (24) and (25) explain the experimental results observed by Heusler.

Reconciliation of the Two Mechanisms

Lorenz and co-workers [5, 6] have shown that either mechanism is possible depending on the
microstructure of the iron surface. On iron surfaces having a high density of active sites such as
crystal planes, grain boundaries, and dislocations, the Heusler mechanism occurs. But on an elec-
tropolished and smooth iron surfaces having a low-surface activity, the Bockris–Kelly mechanism
is favored. The Heusler mechanism (30 mV) can be induced on smooth surfaces (40 mV) by cold
working to increase the density of surface sites. In addition, the Bockris–Kelly mechanism (40 mV)
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can occur on iron initially having a high density of active sites (30 mV) if the iron is first annealed
to relieve high energy sites.

In addition, the adsorption of an organic molecule on an iron surface having a low density of
active sites (a 40 mV surface) can transform the surface into one with a high density of active sites
(a 30 mV surface). But the opposite effect does not occur.

These various relationships are illustrated schematically in Fig. 16.3.

Anneal

Organic
adsorption

X

Active sites Less active surface

Cold work

60 mV 60 mV

Fe+2

(HCl)

40 mV
(Bockris-Kelly)

30 mV
(Heusler)

(H2SO4, HClO4)
Fe+2

Fig. 16.3 Summary of anodic Tafel slopes (given on the figure) for the dissolution of iron in sulfuric acid, perchloric
acid, or hydrochloric acid solutions

Additional Work on Electrode Kinetics

The mechanism of iron dissolution changes slightly in acidic chloride solutions, in which Cl− ions
compete with water molecules for surface sites. Details are given elsewhere [7–9], but it is generally
found that zH+ = −1 (as in chloride-free solutions), ba is usually 60 mV, and zCl– = −1. This last
result means that at constant electrode potential, Cl− ions inhibit the anodic dissolution of iron
(rather than promoting anodic dissolution).

In highly concentrated acidic chloride solutions, however, both zH+ and zCl– are positive [8–10]
indicative of a dramatic change in the mechanism of dissolution. These positive values mean that
the H+ and Cl− ions act co-operatively to promote iron dissolution. (Recall co-operative adsorption
from Chapter 12). See Table 16.1 for a compilation of these kinetic parameters for iron in acid
solutions.

Detailed electrode kinetic studies have also been carried out for the dissolution of various other
metals in acid solutions, including nickel, cobalt [11], indium [12], and titanium [13]. In addition,
electrode kinetics have been applied to the dissolution of iron and other metals in neutral or basic
solutions. But when oxide films are formed, the electrode kinetic approach finds limited utility, and
electrode kinetic studies should be complemented by other electrochemical measurements (such as
AC impedance) and by surface analysis of the oxide films.
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Distribution of Current and Potential

In many electrochemical systems, the corrosion current and electrode potential are not distributed
uniformly over the metal surface. Instances where there is instead a non-uniform distribution of
current and potential include galvanic couples, cathodic protection systems, atmospheric corrosion
under thin layers of electrolyte, and localized corrosion in pits, crevices, and stress-corrosion cracks.
Two examples involving current and potential distribution [14] are given here.

Laplace’s Equation

The concept of the electrostatic potential φ was introduced in Chapter 3. Recall that φ is defined at
any point in the electrolyte, including “just outside” the electrode surface. The electrostatic potential
φ obeys Laplace’s equation [15]:

∇2φ = 0 (26)

where ∇ is the differential operator (∂ /∂x + ∂ /∂y + ∂ /∂z). Equation (26) applies if the solution is
electroneutral (the usual situation), if there are no chemical reactions in the bulk electrolyte which
produce or consume ions, and if there are no concentration gradients in the bulk of the solution. The
derivation of Laplace’s equation is given in Appendix O.

Circular Corrosion Cells

Many corrosion systems can be modeled by a co-planar circular geometry, as shown in Fig. 16.4.
Examples include galvanic corrosion between dissimilar metals, pitting, crevice corrosion under
O-rings or washers, corrosion under barnacles, or corrosion under dust particles in atmospheric
corrosion.

z

0 a c r

z = b

Cathode Anode

Electrolyte

Fig. 16.4 Coplanar concentric geometry in a corrosion cell. Reproduced by permission of ECS – The Electrochemical
Society

In cylindrical co-ordinates, Laplace’s equation is

∂2φ (r, z)

∂r2
+ 1

r

∂φ (r, z)

∂r
+ ∂2φ (r, z)

∂z2
= 0 (27)
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The approach is to solve φ(r, z) in Eq. (27) subject to appropriate boundary conditions and then
to evaluate the local current density at the metal surface, i(r, 0) from Ohm’s law for electrolytes:

i (r, 0) = −σ

[
∂φ (r, z)

∂z

]
z=0

(28)

where σ is the electrolyte conductivity. Boundary conditions are that no current flows across the
planes r = 0 (due to symmetry) or across the outer boundaries of the electrolyte at r = c and z = b.
Thus,

[
∂φ (r, z)

∂ z

]
r= 0
=
[
∂φ (r, z)

∂ z

]
r=c
=
[
∂φ (r, z)

∂ z

]
z=b
= 0 (29)

The last boundary condition involves electrochemical conditions at the metal surface. Following
Wagner [16] and Waber [17, 18], it is assumed that there is an extended linear dependence
between the electrode potential, E, and the current density, i, as shown in Fig. 16.5. This is a good
approximation in many cases, especially in thin-layer electrolytes where polarization curves dis-
play an extended linear region for both anodic and cathodic processes [19]. As pointed out by
Stern and Geary [20], in bulk electrolytes the combined effects of concentration polarization and
ohmic polarization may interfere with activation polarization so that a very short Tafel region is
observed. Such cases often give straight line segments in i vs. E. Thus, this model invokes lin-
earity over an extended potential range and just not in a pre-Tafel region close to the corrosion
potential.
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Fig. 16.5 Electrode potentials and extended linear polarization curves [14]. E0
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c refer to the open-circuit
potential of anode and cathode, respectively. Reproduced by permission of ECS – The Electrochemical Society
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Thus, the Wagner polarization parameters are defined as

La = σ

∣∣∣∣dE

di

∣∣∣∣
a

for the anode (30a)

and

Lc = σ

∣∣∣∣dE

di

∣∣∣∣
c

for the cathode (30b)

where σ is the conductivity of the electrolyte. Just outside the electrode surface,

E (r, 0) = V ′ − φ (r, 0) (31)

where V ′ is a constant which includes all the various differences in electrostatic potential across the
extra interfaces which are introduced in the measurement of an electrode potential, E, as discussed
in Chapter 3. From Fig. 16.5,

di

dE
= i (r, 0)

E (r, 0)− E0
a

(32)

Equations (28), (30a), (31), and (32) combine to give

φ (r, 0)− La

[
∂φ (r, z)

∂ z

]
z=0
= V ′ − E0

a (33)

Similarly for the cathode,

φ (r, 0)− Lc

[
∂φ (r, z)

∂ z

]
z=0
= V ′ − E0

c (34)

Equations (33) and (34) thus complete the boundary conditions. The solution of Laplace’s
equation, i.e., Eq. (27) subject to the boundary conditions in Eqs. (29), (33), and (34) is [14]:

E (r, 0) =
(a

c

)2
E0

a +
(

c2 − a2

c2

)
E0

c

+ 2a

c2 (La − Lc)

∞∑
n=1

Cn sinh

(
xn

b

c

)
J1

(
xn

a

c

)

−
∞∑

n=1

Cn cosh

(
xn

b

c

)
J0

(
xn

r

c

)
(35)

where sinh and cosh are the hyperbolic functions given by sinh x = (ex – e−x)/2 and cosh x =
(ex + e−x)/2, Jo and J1 are Bessel functions of order 0 and 1, respectively, and xn are the values where
J1(x)= 0. (Note that the parameter V′ in Eqs. (33) and (34) has vanished enroute to the solution given
by Eq. (35).) The coefficients Cn are generated by a series of n equations, the form of which is given
elsewhere [14]; but in brief, these equations contain the cell dimensions, the Wagner polarization
parameters La and Lc, the quantities E0

a and E0
c , and Bessel functions.
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The derivation of Eq. (35) is too detailed to include in this text but is given elsewhere [14]. The
major point to be taken here is that the potential distribution in Eq. (35) depends both on geometrical
factors (a, b, and c) and on electrochemical factors (La, Lc, E0

a and E0
c ). The current distribution

follows from applying Eq. (28) to Eq. (35). The result is [14]

i (r, 0)

σ
= 1

c

∞∑
n=1

Cnxn sinh

(
xn

h

c

)
J0

(
xn

r

c

)
(36)

The total anodic current is obtained from the local anodic current density i(r, 0) by

Ia =
∫ a

r=0

∫ 2π

θ=0
i (r, 0) r dr dθ (37)

The result is [14]

Ia

σ
= 2π a

∞∑
n=1

Cn sinh

(
xn

b

c

)
J1

(
xn

a

c

)
(38)

Parametric Study

Figure 16.6 shows the electrode potential E(r, 0) for La = 1 cm and Lc = 10 cm for a corrosion cell
with different electrolyte thicknesses. The coefficients Cn were computed up to Cn = 100. It can be

Fig. 16.6 Distribution of electrode potential in a concentric circular cell for La = 1 cm and Lc = 10 cm for different
electrolyte thicknesses b [14]. (Anode radius a= 0.5 cm, cathode radius c=1.0 cm, Ea

0 = 0.00 V, and Ec
0 = 1.00 V.)

Reproduced by permission of ECS – The Electrochemical Society
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Fig. 16.7 Current distribution corresponding to the potential distribution given in Fig. 16.6 [14]. (Anode radius a =
0.5 cm, cathode radius c =1.0 cm, E0

a = 0.00 V, and E0
c = 1.00 V.) The electrolyte thickness b in centimeters is given

on the figure. Reproduced by permission of ECS – The Electrochemical Society

seen that the electrode potential is distributed almost uniformly for the bulk electrolyte (large values
of b), but the potential distribution becomes increasingly non-uniform with decreasing thickness of
the electrolyte layer.

The corresponding current distributions are shown in Fig. 16.7. The local current densities were
calculated from Eq. (36) with n = 100–125. For the thin layers of electrolyte, there is a pronounced
geometry effect in which the corrosion attack is concentrated near the anode/cathode juncture.

Figure 16.8 shows the total anodic current calculated from Eq. (38) for two different combina-
tions of La and Lc. In both cases, the total current approaches values for the bulk electrolyte for an



488 16 Selected Topics in Corrosion Science

Fig. 16.8 Total anode current computed as a function of electrolyte thickness b for two different combinations of La
and Lc [14]. (Anode radius a = 0.5 cm, cathode radius c =1.0 cm, E0

a = 0.00 V, and E0
c = 1.00 V.) Reproduced by

permission of ECS – The Electrochemical Society

electrolyte thickness of about 0.1 cm (or about 1,000 μm). This value is consistent with experimental
results for iron in thin-layer electrolytes open to the air where the corrosion reaction is under cathodic
control. For atmospheric corrosion under thin layers of 0.1 M NaCl, the cathodic polarization curve
for iron was similar to that for the bulk electrolyte for an electrolyte thickness greater than 330 μm
[19]; see Fig. 16.9. For iron in 0.6 M NaCl, the thickness of the diffusion layer for oxygen reduction
was calculated in Chapter 8 to be 0.065 cm (650 μm). Thus, the cathodic polarization curve for iron
in 0.6 M NaCl will be the same as in the bulk electrolyte for an electrolyte thickness of 650 μm or
greater.

Application to the Experiments of Rozenfeld and Pavlutskaya

Rozenfeld and Pavlutskaya [19] have measured the potential distribution across an iron circular
anode in contact with a copper disc in 0.1 M NaCl for both bulk and 165 μm thickness electrolytes.
Their experimental results, which are shown in Figs. 16.10 and 16.11, provide an experimental
comparison for calculations made using the model described above. Figure 16.12 shows cathodic
polarization curves as measured by Rozenfeld [19] for copper in 0.1 M NaCl. For copper in bulk
0.1 M NaCl, the cathodic curve is nearly linear over an overvoltage of about 1 V, after which the
curve shifts considerably, as the reaction moves from the region of oxygen reduction into that of
hydrogen evolution. A tangent approximation was drawn to the linear portion of the curve, and the
value of E0

c was replaced by the value Ec
′, which is given by the intersection of the tangent approx-

imation and the potential axis. A similar treatment was done for the polarization curve for copper
in 165 μm 0.1 M NaCl, which also displays an extended linear range. Values of Lc were calculated
from Eq. (30b) using the slopes of the cathodic polarization curves and handbook values for the
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Fig. 16.9 Cathodic polarization curves of iron in 0.1 M NaCl for different electrolyte thicknesses (electrolyte thick-
nesses are shown on the figure). Redrawn from Rozenfeld [19] by permission of © NACE International (1972)

Fig. 16.10 Comparison of the calculated potential distribution [14] and experimental data of Rozenfeld [19] for
circular electrodes in bulk 0.1 M NaCl. Reproduced by permission of ECS – The Electrochemical Society

electrolyte conductivity. The anodic polarization curves for iron in bulk and 165 μm 0.1 M NaCl
were analyzed similarly, and Wagner polarization parameters are listed in Table 16.2.

The potential distributions calculated from Eq. (35) for the bulk and 165 mm electrolytes are
given in Figs. 16.10 and 16.11. It can be seen that there is good agreement between the calculations
and experimental data.

Large Structures and Scaling Rules

The previous examples of systems where there is a non-uniform distribution of electrode potential
and current have concerned electrochemical cells of small size, but there are many practical cases
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Fig. 16.11 Comparison of the calculated potential distribution [14] and experimental data of Rozenfeld [19] for
circular electrodes in 165 μm 0.1 M NaCl. Reproduced by permission of ECS – The Electrochemical Society
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Fig. 16.12 Cathodic polarization of copper in 0.1 M NaCl at two different electrolyte film thicknesses [19].
Reproduced by permission of © NACE International (1972)

Table 16.2 Experimental parameters from Rozenfeld data [19] used to calculate the potential distribution for an iron
disc in a copper annulus

Electrolyte thickness La (iron) cm Lc (copper) (cm) Ea
′ (V) Ec

′ (V)

Bulk 0 73 −0.19 0.00
165 μm 0 46 −0.15 +0.10

where much larger sizes are involved. These include the cathodic protection of ships, bridges, off-
shore platforms, or buried pipelines, as well as galvanic corrosion problems in large-scale structures,
such as between a ship’s propeller and hull.

With such complicated geometries, analytical solutions of the type discussed above are difficult
if not impossible. Instead, numerical solutions of Laplace’s equation are employed using techniques
such as the boundary element method, the finite element method, or the finite difference method.
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Standard texts on numerical analysis techniques should be consulted for a description of these meth-
ods. The application of the boundary element method to corrosion studies has been discussed by
various authors [21, 22].

Modeling of the Cathodic Protection System of a Ship

An example of computer modeling of the potential distribution on a large structure is provided by
the work of Lucas et al. [23], who analyzed the performance of a cathodic protection system on the
hull of an aircraft carrier hull. The overall length of this type of vessel is 317 m (approximately 1,000
ft), and the geometry modeled has the shape shown in Fig. 16.13. Additional corrosion protection
for the painted hull is provided by an impressed cathodic current protection (ICCP) system, in which
an electrical current is provided to anodes by external power supplies (rather than by the sacrificial
action of zinc anodes).

Z

Y

X

X

Z

Fig. 16.13 The shape of the hull of a vessel for modeling of potential distribution [23]. Figure courtesy of Virginia
G. DeGiorgi, Naval Research Laboratory, Washington D.C., and reproduced by permission of Elsevier Ltd

The ICCP system for the hull consisted of 17 anodes (platinum), placed as follows. Two pairs
(four anodes) were located in the fore region of the hull, four anode pairs (eight anodes) were located
in the mid-region, and two anode pairs and a single mid-line anode (five anodes) were located in the
stern region. A certain degree of damaged paint was assumed (either 2.8% or 15%) of the hull
surface.

Laplace’s equation, i.e., Eq. (26) was solved using the boundary element method, using experi-
mental electrochemical polarization parameters determined in previous studies. The computational
results are given in Fig. 16.14, which shows the potential profile along the hull centerline. Potential
values of –1.0 V vs. Ag/AgCl (or more negative values) indicate that the ICCP system is operating
properly.

Figure 16.14 also shows experimentally measured electrode potentials at various locations along
a physical scale model of the hull. These results were obtained after first constructing a scale model
of the carrier hull. Then, zinc anodes were placed on the scale model at positions analogous to
those in the actual full-sized hull, and electrode potentials of the immersed hull were measured vs. a
Ag/AgCl reference electrode at precise fixed locations on the model hull.
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Fig. 16.14 Potential profiles along the centerline of the hull of a US Navy CVN aircraft carrier for a paint damage of
15% of the hull surface. Redrawn from Ref. [23] by permission of Elsevier Ltd

In order to construct a successful scale model, it is necessary not only to scale down the physical
dimensions of the original object but also to scale down the conductivity of the electrolyte, as is
discussed below.

Scaling Rules

It is often desirable to scale large structures down to a smaller size in order to conduct experiments
in the laboratory (either at bench-top or at a pilot plant scale). However, when scaling down the
geometrical size of an electrolytic cell, the current distribution in the scale model is not accurately
reproduced unless the electrolyte conductivity is also scaled, as described below.

A suitable scaling parameter is the Wagner number, Wa, given by [24]

Wa = Ract

Rohm
(39)

where Ract is the activation resistance and Rohm is the ohmic resistance. The Wa number indicates
whether the current density is under kinetic control and therefore relatively uniform, or whether it is
under ohmic control and therefore more non-uniform, being dependent on the cell configuration.

The ohmic resistance is given by

Rohm = �

σA
(40)

where σ is the conductivity of the electrolyte, A is the area, and � is a characteristic length which
depends on the cell configuration. (For parallel plate electrodes, for example, � is the distance
between electrodes.)
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For activation polarization, from the Tafel equation,

ηact = a+ b log i (41)

or

ηact = a+ b

2.303
ln i = a+ b′ ln I

A
(42)

where b′ is the usual Tafel slope divided by 2.303 and the current density i = I/A. Thus,

Ract = ∂ηact

∂ I
= b′

I
(43)

Use of Eqs. (40) and (43) in Eq. (39) gives

Wa = σ b′

�
I

A

= σ b′

�i
(44)

In comparing two electrochemical cells of differing sizes, say an original structure and its scale
model, we need

Wa (model)

Wa (structure)
=

σ (model) b′ (model)

� (model) i (model)
σ (structure) b′ (structure)

� (structure) i (structure)

= 1 (45)

That is, to have the current distribution in the original structure reproduced in the scale model, we
need the same Wagner number in each case. The Tafel parameters b′ are not dependent on the size
of the system and thus are the same in each case. That is,

b′ (model) = b′ (structure) (46)

To preserve the current density in the scale model, i.e., in order to have i(model) = i(structure)
we need

σ (model)

� (model)
σ (structure)

� (structure)

= 1 (47)

Because the characteristic length � is different in each case, we accordingly need to adjust the
electrolyte conductivity in the scale model cell by

σ (model) = σ (structure)
� (model)

� (structure)
(48)

For a scaled-down model, � (model) is less than � (structure), so we need to reduce the electrolyte
conductivity as per Eq. (48). See Problem 16.3 for an illustration of this concept.
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Acid–Base Properties of Oxide Films

The properties of oxide films are important in a number of corrosion phenomena, including passivity
and its breakdown, corrosion inhibition by organic molecules, and the adhesion of organic coatings.
In previous chapters, we have briefly mentioned that the acid–base properties of oxide film are
important in the pitting of passive films (Chapter 10) and in the adhesion of an organic coating onto
an oxide-covered metal surface (Chapter 13).

Surface Hydroxyl Groups

It is well known that oxide surfaces or oxide-covered metals exposed to either the ambient environ-
ment or immersed in aqueous solutions terminate in an outermost layer of hydroxyl groups due to
their interaction with water molecules [25, 26]. The reaction of a surface oxide with a water molecule
is shown in Fig. 16.15. Using quantitative X-ray photoelectron spectroscopy, the concentration of
surface hydroxyls in the air-formed oxide films on various metals has been found to be 6–20 OH
groups/nm2 [27]. The depth of the hydroxylated region extends 5–8 Å into the oxide. Although the
surface hydroxyl layer is quite thin, it nonetheless has a large influence on the properties of the oxide
film, especially on its surface charge.
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H2O

H

O
H
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Metal

Oxide

Metal

M M

O

OHOH

Oxide

Metal

Fig. 16.15 Interaction of a water molecule with the oxide film on a metal

In aqueous solutions, the surface hydroxyl groups may remain undissociated. In such an instance,
the oxide surface is said to be at its isoelectric point (IEP) and will have a net surface charge of zero.
This will occur only if the pH of the aqueous solution has the same value as the isoelectric point of
the oxide. It is more likely, however, that the oxide film will be charged. If the pH is less than the
isoelectric point, the surface will acquire a positive charge:

−MOHsurf + H+(aq)�−MOH+2 surf (49)

where M denotes a surface site occupied by a metal cation. If the pH is greater than the isoelectric
point, the surface will acquire a negative charge:

−MOHsurf + OH− � −MO−surf+H2O

or

−MOHsurf � −MO−surf+H+ (aq) (50)
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In the above reactions the surface species –MOH2
+ is a Bronsted acid because it is a proton donor

(in the reverse direction of Eq. (49)), and –MO− is a Bronsted base in Eq. (50) (reverse direction)
because it is a proton acceptor. The surface species -MOH is amphoteric, being a Bronsted base in
Eq. (49) (forward direction) and a Bronsted acid in Eq. (50) (forward direction).

Nature of Acidic and Basic Surface Sites

A broadened view of acids and bases has been given by G.N. Lewis, in which a Lewis acid is an
electron acceptor and a Lewis base is an electron donor [28, 29]. This definition allows a wide variety
of molecules, ions, and compounds to be classified as Lewis acids or Lewis bases. With this in mind,
the following lists the types of acid sites on metal oxide surfaces:

(1) unhydroxylated metal ions, M+δS

(2) protonated surface hydroxyls, −MOH2
+

surf

−MOH+2 surf →−MOHsurf + H+ (aq)

(3) surface hydroxyls, -MOHsurf

−MOHsurf →−MO−surf + H+(aq)

where δs is the partial charge on a metal surface ion. The first of these acid sites above is a Lewis
acid because the metal ion M+δS can accept electrons [30,31].

The basic sites on metal oxides are [30, 31]

(4) unhydroxylated oxygen anions, O−γS

(5) dissociated surface hydroxyls, –MO−surf

−MO−surf + H+(aq)→−MOHsurf

(6) surface hydroxyls, –MOHsurf

−MOHsurf + H+(aq)→−MOH+2 surf

where γs is the partial charge a surface oxygen anion. The first of these basic sites above is a Lewis
base because the oxygen anion O−γS can be an electron donor.

While all these different types of acid or basic sites are possible, the acid–base properties of the
oxide are usually dominated by the behavior of the hydroxyl groups.

Isoelectric Points of Oxides

The isoelectric point of an oxide or oxide film can be measured in several different ways. One
method is to measure the zeta potential, i.e., the potential drop across the diffuse part of the electrical
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double layer, as a function of the pH of the electrolyte. This can be done by streaming potential
measurements [32, 33], in which the aqueous phase is forced to flow across a fixed solid. The zeta
potential goes through zero at the isoelectric point of the solid surface.

Another method is to measure contact angles of aqueous droplets on the oxide-covered metal
surface [34–37]. In this approach, contact angles are measured at the hexadecane/aqueous solution
interface, as shown in Fig. 16.16. The pH of the aqueous phase is varied, and the contact angle is
observed to go through a maximum at the isoelectric point of the oxide film, as shown in Fig. 16.17.
Details are given elsewhere [35–37].

Liquid θθ

Hexadecane

Aqueous
solution 

Metal

Oxide film

Hexadecane

Fig. 16.16 Schematic diagram showing the contact angle of an aqueous droplet in a two-liquid–solid system. The
isoelectric point of the oxide film is determined by measuring the contact angle as a function of the pH of the aqueous
droplet
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Fig. 16.17 Contact angles for a chromium-plated steel (ferrotype) at the hexadecane/aqueous solution interface, as a
function of the pH of the aqueous phase [35, 36]. The maximum in the contact angle gives the isoelectric point (IEP)
of the solid surface, i.e., of the oxide film on chromium. Reproduced by permission of Elsevier Ltd

Table 16.3 lists the isoelectric points (IEP) for various bulk oxides and oxide films. The isoelectric
point is a function of the identity of the individual cation in the M-OH bond. Oxides with an IEP less
than 7 are acidic oxides and oxides with an IEP greater than 7 are basic oxides. It can be seen that
there is a wide range in the IEP values for metals. For instance, tantalum which is a passive metal
has an oxide which is acidic and aluminum which is used in many applications in neutral solutions
has an oxide which is basic. Much more data are available on bulk oxides than on intact oxide films,
but in general, the IEP of an oxide film is similar to that for the stand-alone bulk oxide [37, 38].
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Table 16.3 Isoelectric points of oxides and oxide films

Oxide Isoelectric point References

Oxide film on Ta −0.7 McCafferty and Wightman
[36, 37]

IrO2 0.5 Ardizzone and Trasatti [56]
MoO3 1.8−2.1 Compiled by Natishan [49]
SiO2 1.8–2.2 Compiled by Natishan [49]
Ta2O5 2.8 Compiled by Natishan [49]
Oxide film on 316

stainless steel
4.2–5.2 Kallay et al. [57]

MnO2 4.7–4.8 Tamura et al. [58]
Oxide film on Ti 2

4.2 (revised value)
Kallay et al. [59]
McCafferty et al. [60]

TiO2 5.0–6.5 Ardizzone and Trasatti [56]
SnO2 5–6 Arai et al. [61]
Oxide film on Cr 5.2–5.3 McCafferty and Wightman

[36, 37]
CeO2 5.2–6.1 Hsu et al. [62]
ZrO2 5.5–6.3 Compiled by Natishan [49]
Cr2O3 6.2–6.3 Compiled by Natishan [49]
NiO 7.3

8.2–8.6
Moriwaki et al. [63]
Kokarev et al. [64]

Fe2O3 7.5
8.7

Yates and Healy [65]
Moriwaki et al. [63]
Smith and Salman [66]

CuO 8.5–9.5 Compiled by Kosmulski [67]
Al2O3 9.0–9.4 Compiled by Natishan [49]
Oxide film on Al 9.5 McCafferty and Wightman

[36, 37]
ZnO 9.2–10.3 Compiled by Natishan [49]
Oxide film on iron 9.8

10.0
Kurbatov [68]
Simmins and Beard [69]

CdO 10.3 Janusz [70]
MgO 12.4 Compiled by Natishan [49]

Surface Charge and Pitting

Figure 16.18 illustrates the surface charge character of several oxides. As seen in the diagram, in a
solution of pH 7, the surface of aluminum oxide (and oxide-covered aluminum) consists of acidic
groups (positively charged =AlOH2

+) onto which Cl– ions will adsorb. As discussed in Chapter
10, aluminum is susceptible to pitting corrosion; and the adsorption of Cl− ions is the first step in
the pitting process. However, for other oxides, such as tantalum oxide, the surface consists of basic
groups (negatively charged TaO−), so that Cl− adsorption and its subsequent penetration through the
oxide film is less favored. Thus, it is necessary to polarize tantalum further in the positive direction
to initiate the pitting process. Hence, tantalum has a higher (more positive) pitting potential than
aluminum.

Figure 16.19 shows pitting potentials as a function of the isoelectric point of the oxide for various
metals in 1 M NaCl [38]. It can be seen that the pitting potential increases as the oxide IEP decreases,
in accordance with the surface charge character of the various oxides.
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Fig. 16.18 Surface charge character of various oxides as a function of the pH of the aqueous solution. IEP refers to
the isoelectric point of the oxide. Reproduced by permission of ECS – The Electrochemical Society

–2.0

–1.5

–1.0

–0.5

0.0

0.5

1.0

1.5

2.0

0 2 4 6 8 10 12 14

P
itt

in
g 

P
ot

en
tia

l i
n 

V
 v

s.
 S

.C
.E

.

Isoelectric Point

Mg

Al

Zn

Cu

Fe

Ni
Zr

Approximate E for O2 evolution

Oxide film on Ti

Ta

Fig. 16.19 Pitting potentials of oxide-covered metals in 1 M NaCl vs. the isoelectric point (IEP) of the oxide [38,
49]. Note that the least-squares slanted line intersects the potential for O2 evolution at an IEP of about 4. This means
that metals having isoelectric points below 4 have pitting potentials (in neutral solutions) above the potential for O2
evolution. Reproduced by permission of ECS – The Electrochemical Society

Pitting Potential of Aluminum as a Function of pH

The pitting potential of aluminum is independent of pH for pH values between 4 and 8 [38–40], as
shown in Fig. 16.20. Over this pH range, the oxide-covered aluminum surface consists of –AlOH2

+

groups, as discussed above. Adsorption of Cl− is favored, and pitting proceeds at the same critical
potential for each pH.

As shown in Fig. 16.20, the pitting potential increases with pH for pH values at and above the
isoelectric point (9.5). This is because Cl− adsorption is less favored on either –AlOH or –AlO−
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Fig. 16.20 Pitting potentials for aluminum as a function of pH in 0.1 and 1 M NaCl solutions [38, 39]. Reproduced
by permission of Elsevier Ltd

surface groups, so that it is necessary to move the electrode potential to more positive values to first
adsorb chloride ions and then to drive them into interior of the passive film [41–43].

More details on the pitting of aluminum have been given previously in Chapter 10.

Surface Modification by Directed Energy Beams

In recent years there has been much interest in improving the corrosion behavior of metals and alloys
by surface modification techniques, such as ion implantation and laser-surface processing. Surface
alloying (as opposed to bulk alloying) has the appeal of conserving expensive, scarce, or critical
materials by concentrating them in the near-surface region where they are required for applications
such as corrosion protection, wear resistance, or catalytic performance.

Ion implantation and laser processing are two methods of surface modification which not only
conserve the amounts of alloying elements required but also offer the possibility of tailoring the
surface without sacrificing bulk physical or mechanical properties. In addition, both ion implantation
and laser processing are able to produce novel surface alloys or microstructures unattainable by
conventional procedures.

Both ion implantation and laser processing use directed energy beams. Ion implantation is a
technique for modifying the surface composition of a metal by bombarding it in vacuum with a
high-energy beam of ions. Laser processing uses a high-power laser beam to heat a thin surface
region with the underlying bulk metal providing rapid resolidification. An introduction is given here
to both ion implantation and laser-surface processing. Only a few examples of corrosion research
using these methods are given, although it should be realized that both methods have now been used
quite extensively in research studies.

Ion Implantation and Related Processes

Ion implantation is a process by which virtually any element can be injected into the surface of a
solid material to selected depths and concentrations by means of a beam of high-energy ions (usu-
ally tens to hundreds of kiloelectron volts) striking a target mounted in a vacuum chamber. A typical
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Fig. 16.21 A typical ion implantation apparatus. Ions of a chemical species are obtained by bombarding an appro-
priate material with an electron beam to create a plasma. An electric field at the extraction electrode extracts the ions
from the plasma. The ions are then focused and accelerated with magnetic and electric fields before bombarding the
material to be surface modified [44]

ion implantation system is shown schematically in Fig. 16.21 [44]. Atoms of a selected chemical
element are ionized by collisions with electrons in an electrical discharge in a gas at a low pres-
sure in the ion source. The ions are electrostatically extracted though an orifice into a high-vacuum
region to a moderate energy, are further separated by isotope mass, are accelerated to the desired
energy, and are focused. Farther down the line the beam is rastered to ensure that a uniform distribu-
tion of ions is implanted laterally into the target metal surface. Areas to be implanted are typically
several square inches, although larger areas can be implanted by rotation of the sample through the
ion beam.

The bombarding ions lose energy in collisions with substrate electrons and atoms. Penetration
depths of tens to thousands of angströms are achieved before incident ions lose all their energy
and come to a rest in the solid. The depth of penetration depends on the accelerating voltage, the
mass of the ion, and the atomic mass of the substrate. The maximum concentration of implanted
ions is generally located beneath the substrate surface, and the depth–concentration profile follows a
Gaussian distribution. The surface concentration of implanted ions that can be achieved ranges from
extremely dilute alloys to 50 at.% alloys.

Table 16.4 summarizes the various characteristics of the ion implantation process and Table 16.5
lists advantages of the ion implantation approach. One of the major disadvantages of ion implantation
is in the shallow depth of the surface-modified region.

Two related extensions of ion implantation are ion beam mixing and ion beam-assisted deposition,
each of which can extend the depth of the modified region.

In ion beam mixing, a sputter-deposited or sputter-evaporated thin film of thickness several hun-
dreds to thousands of angströms is induced to intermix with the substrate using collisional cascades
generated by an implanted ion, which may be either an inert ion (e.g., a noble gas) or may be an
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Table 16.4 Ion implantation parameters

Implanted elements Virtually any element can be implanted
Ion energy Normally 2–200 keV
Implantation depth Varies with ion energy, ion species, and host

material. Ranges from 100 to 1,000 Å
Range distribution Approximately Gaussian. Choice of energies

allow tailored depth distribution
Concentration From trace amounts up to 50 at.%
Host material Any solid material can be implanted

Table 16.5 Advantages of ion implantation

1. No sacrifice of bulk properties
2. Rare, expensive, or critical materials can be conserved by concentrating them in the surface
3. Solid solubility limit can be exceeded
4. Metastable phases and amorphous phases can be produced which are often unattainable by

conventional alloying techniques
5. No change in sample dimensions or grain sizes
6. Depth–concentration distribution is controllable (within limits)

ion of one of the desired constituents of the surface alloy. Ion beam mixing retains all the advan-
tages of ion implantation (provided that complete mixing can be achieved) and in addition allows
the possibility of producing a thicker surface alloy than can be provided by ion implantation alone.

Ion beam-assisted deposition (IBAD) is a process which combines physical vapor deposition
(PVD) and ion implantation. The result is to produce coatings which are much thicker (of the order
of microns) than the surface alloys produced by ion implantation. In addition, IBAD coatings have
a greater adhesion than PVD coatings due to the partial mixing of the coating with the substrate by
the energetic ion source.

Applications of Ion Implantation

Modification of the corrosion behavior of metal surfaces by ion implantation using accelerated ion
beams was first achieved in the 1970s in England in collaborative efforts between scientists at the
University of Manchester Institute of Science and Technology and Salford University. Concerted
efforts were also established about the same time at various research institutions, notably the Harwell
Laboratory in England, the University of Heidelberg in Germany, and the Naval Research Laboratory
in the United States. The use of ion implantation to improve the corrosion behavior of iron and
steel, stainless steels, and aluminum for the period 1985–2000 has been treated in a review article
[45]. Between 1985 and 2000, 35 different elements were implanted into iron, stainless steels, or
aluminum in regard to corrosion studies, as shown in Fig. 16.22.

Ion implantation can be used to alter either the anodic or cathodic half-cell reaction. A good
example of the first approach is given by the early implantation studies of Ashworth et al. [46]
who were the first to show that the ion implantation of chromium into iron produced passive Fe–Cr
surface alloys similar to the corresponding conventional bulk alloys. Cr-implantation decreased the
critical anodic current density for passivation in an acetate buffer but had little or no effect on the
cathodic polarization curves.
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Fig. 16.22 Elements which have been implanted into iron, low alloy steels, stainless steels, or aluminum (1985–
2000) and their locations on the periodic table (group numbers and atomic numbers are also shown). Reproduced by
permission of © NACE International

One of the earliest examples which used ion implantation to modify corrosion behavior by alter-
ation of the cathodic process is provided by work [47, 48] on the corrosion of titanium in hot acids.
Ion implantation of Pd into titanium produced surface alloys which decreased the corrosion rate in
a manner similar to that for Pd–Ti bulk alloys.
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areas of Pd and Ti. (Bottom): Anodic polarization curves for titanium, ion-beam mixed Pd–Ti, and for Pd-implanted
titanium [47, 48]. Reproduced by permission of Elsevier Ltd

Figure 16.23 shows anodic polarization curves for titanium, Pd–implanted titanium, and ion
beam mixed Pd-Ti surface alloys in boiling 1 M H2SO4. It can be seen that titanium can be pas-
sivated but only after extensive anodic polarization before undergoing an active/passive transition.
(Enroute to the passive state, the titanium surface suffers considerable corrosion damage). By con-
trast, each of the two Pd–Ti surface alloys self-passivates, and each displays low anodic current
densities.

This behavior is similar to that for Pd–Ti bulk alloys, as has been discussed in Chapter 9 in the
section “Passivity by Alloying with Noble Metals”; see Figs. 9.45 and 9.46. Hydrogen reduction
predominates on palladium sites rather than on titanium so that the resulting mixed potential for the
surface alloy (or bulk alloy) occurs in the passive region for titanium rather than in its active region.

Ion implantation has also been used to increase the pitting resistance of aluminum. As shown
in Fig. 16.24, implantation of Mo or Si into aluminum resulted in increases in the pitting poten-
tial in 0.1 M NaCl [49]. (Implantation of Al into aluminum had no effect on the pitting potential,
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Fig. 16.24 Anodic polarization curves in de-aerated 0.1 M NaCl for unimplanted aluminum and for aluminum
implanted with various ions [49]. Reproduced by permission of ECS – The Electrochemical Society

thus showing that the changes in pitting potential are chemical effects rather than physical effects
introduced by the damage of the implantation process.)

XPS surface analysis has shown that the implanted ions are contained in the oxide film as well
as in the underlying metal. This means that some of the aluminum–oxygen ionic bonds in the oxide
film have been replaced with bonds formed between oxygen ions and the implanted cation. That is,
the properties of the oxide film are modified by the ion implantation process.

Increases (or decreases) in pitting potential by ion implantation can be explained by two effects
[37–39, 49, 50]. Ion implantation can change (i) the surface charge on the oxide film and (ii) the
concentration of oxygen vacancies in the film. The first effect is related to the adsorption of Cl− ions
on the oxide surface and the second effect to the transport of Cl− ions through the oxide film. Each
of these two effects is discussed below.

Figure 16.25 shows the pitting potential of ion-implanted aluminum as a function of the isoelectric
point (IEP) of the oxide of the implanted ions. (There is some scatter in the data because the various
samples did not all receive the same dose of implanted ions.) Implantation into aluminum of metals
such as Mo, Si, Nb, Ta, Cr, and Zr (all with oxides having a isoelectric point lower than that of
Al2O3) resulted in an increase in the pitting potential, i.e., an increase in the resistance to pitting
attack. Conversely, implantation with Zn or Li (whose oxides have a higher isoelectric point than
that of Al2O3) decreased the pitting potential.

Ion implantation changes the surface charge of the oxide, as has been shown elsewhere [36, 37]. It
has been shown that the IEP of aluminum is 9.5, of tantalum is –0.7, and of Ta-implanted aluminum
is 5.0 [36, 37]. In each case the metals are actually oxide-covered so that the IEP values refer to the
oxide films. Thus, the effect of implantation of Ta into aluminum is to change the surface charge at
pH 7 from positive AlOH2

+ groups to negative AlO− or TaO− surface groups, as per Fig. 16.18, so
that the adsorption of Cl− ions is less favored on the Ta-implanted surface.

Once initiated, corrosion pits were observed to propagate through the thickness of the ion-
implanted region. Thus, the role of the implanted ion appears to be that of modifying the surface
chemistry of the oxide film rather than providing an underlying substrate which is resistant to
propagation in the occluded cell environment.
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Fig. 16.25 Pitting potentials of ion-implanted aluminum binary surface alloys in 0.1 M NaCl [37, 38]. Reproduced
by permission of ECS – The Electrochemical Society

The fact that the IEP of oxide-covered Ta-implanted aluminum is intermediate between the values
for oxide-covered Ta and oxide-covered Al is in agreement with studies on bulk oxides which show
that the IEP of a mixed oxide falls between the IEP values of its component oxides [51]. Thus,
surface charge considerations, such as in Fig. 16.18, can be used as a guide to select implanted
elements to be ion implanted into a given metal substrate.

The second effect of ion implantation is to change the concentration of oxygen vacancies in
the oxide film. As discussed in Chapter 10, one of the possible mechanisms by which Cl− ions
penetrate passive films is by transport through oxygen vacancies in the film. Thus, an increase in
the concentration of oxygen vacancies will assist the breakdown of the passive film and will result
in a decrease in the pitting potential. The effect of solute ions in the oxide film can be reasoned
by arguments similar to Hauffe’s rules for oxidation, which were discussed in Chapter 15. The
oxide film on aluminum is an n-type semiconductor with anion (oxygen) vacancies (Table 15.5).
Ion implantation of Zr4+ ions, for example, will decrease the concentration of oxygen vacancies
according to Table 15.6. (The oxidation number of Zr4+ is higher than that of Al3+). A decrease in
the concentration of oxygen vacancies in turn means an decreased transport of Cl− ions through the
oxide film, a decreased tendency for passive film breakdown, and an increase in the pitting potential,
as observed in Fig. 16.25. By contrast, ion implantation of Zn2+ into the aluminum oxide film will
have the opposite effect on the concentration of oxygen vacancies, according to Table 15.6, and the
pitting potential will decrease, as shown in Fig. 16.25.

Laser-Surface Processing Techniques

There are several different laser techniques which can be used to process metal surfaces for improved
corrosion resistance.

In laser surface melting, a laser beam melts a thin surface layer and the underlying bulk metal
provides self-quenching, with cooling rates up to 107 K/s. The melting and rapid solidification can
improve the corrosion resistance of some alloys by eliminating or minimizing phase separations so
as to produce a more chemically homogeneous surface.
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Laser surface alloying consists of melting the surface of a metal, adding known amounts of
other metals, mixing these components, and alloying them to resolidify. This process produces
a surface layer with chemical composition and properties which are different from the substrate
material. The surface alloy is also metallurgically bonded to the substrate and has a high degree of
adhesion.

Laser melt–particle injection consists of melting a shallow pool on the surface of a metal which
is translated under the laser beam and of blowing particles into the melt pool from a nearby fine
nozzle. The injected particles may melt completely to form a surface alloy upon resolidification or
they may melt only partially so as to be built up as a coating.

In laser consolidation of coatings, a coating previously applied by a process such as flame spray-
ing or plasma spraying is laser remelted to remove residual porosity. (The corrosion behavior of
laser-melted titanium coatings has been discussed in Chapter 5.)

A typical experimental apparatus used for surface processing using kilowatt power continuous
lasers is shown in Fig. 16.26 [52]. The focusing element is a single spherical mirror which is used
to obtain a sharply focused laser beam. Test specimens are mounted on a rotating turntable, swept

Turning
mirror

Focusing
mirror

Specimen

Protective gas shield

Turntable

Motor

Laser beam

Fig. 16.26 (Top): Schematic diagram of a continuous-wave high-power laser-processing apparatus [52]. (Bottom):
Schematic diagram showing melt stripes, surface ripples, and chevron marks in the laser-surface-melted region
Reproduced by permission of ECS – The Electrochemical Society



Surface Modification by Directed Energy Beams 507

though the focused beam, and protected during the processing by a flowing helium gas shield. The
laser beam rapidly melts a small volume of metal, which subsequently rapidly solidifies by con-
duction of heat to the bulk specimen. Each pass results in the processing of a ribbon of material,
typically 0.25 mm wide and 0.1 mm deep. The width and depth of such a ribbon is varied by changing
the processing conditions, such as sweep speed, laser power, or spot diameter. Complete coverage
of a large surface is obtained by using successive passes spaced a fraction of a pass width from
one another. Table 16.6 lists typical processing conditions for surface modification for corrosion
applications [53].

Table 16.6 Typical
laser-processing conditions
using a high-power
continuous-wave laser for
surface modification for
corrosion applications [53]

Output power 7.5 kW
Spot diameter 0.15 mm
Average power

density
4 × 107 W/cm2

Sweep speed 50 cm/s
Interaction time 0.6 ms
Time metal is molten 1 ms
Melt depth 50 μm
Melt width 260 μm
Cooling rate 107 K/s

Applications of Laser-Surface Processing

Only two examples of corrosion research are given here, one involving laser surface melting and a
second involving laser surface alloying. (Chapter 5 has already considered an additional application
on laser consolidation of coatings.)

Figure 16.27 shows a cross section of laser-melted 304 stainless steel sample. The overlapping
melt stripes can be clearly seen in the figure, which also shows that the growth in the resolidified melt
is epitaxial, extending from grains in the base metal. Table 16.7 shows the effect of laser-processing

Fig. 16.27 Cross section of a laser-surface-melted 304 stainless steel showing the overlapping melt stripes and char-
acteristic surface ripples due to laser processing. The epitaxial resolidification of the laser-melted region can also be
seen [52]. Reproduced by permission of ECS – The Electrochemical Society
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Table 16.7 Pitting potentials for 304 stainless steel in 0.1 M NaCl at various anodic sweep rates [52]

Pitting potential in V vs. SCEa

1 mV/min 10 mV/min 100 mV/min

Type 304
stainless steel

+0.28 +0.28 +0.28

Laser-processed
type 304
stainless steel

+0.50
+0.58
+0.80

+0.48
+0.50
+0.80
+0.80

+0.80

aEach entry in the table represents a separate experiment.

on pitting potentials obtained in 0.1 M NaCl [52]. For the laser processed stainless steels, samples
were polished past the surface ripples but only partially through the melt zone to provide a smooth
finish. There is some scatter in the pitting potentials of the laser-processed stainless steel, but the
effect of laser processing is clearly to increase the pitting potential by 200–500 mV.

The reason for the increase in pitting potential is due to the redistribution or possible elimination
of sulfide inclusions from the stainless steel. The role of sulfide inclusions in contributing to the
breakdown of passivity on stainless steels has been discussed in Chapter 10, and an SEM micrograph
of a typical sulfide inclusion on type 304 stainless steel has been shown previously in Fig. 10.36.
These MnS particles were not detected after laser processing, and sulfur levels were reduced, as
determined by electron microprobe analysis. Thus, the sulfide inclusions were melted during laser
processing and are either eliminated or are redistributed into a larger number of smaller particles
[52].

The preparation and characterization of laser-alloyed stainless steels was first carried out by
groups at the Naval Research Laboratory [52, 53] and at Rockwell International [54, 55]. McCafferty
and Moore [52, 53] laser alloyed Mo into 304 stainless steel to produce Fe–Cr–Ni–Mo surface
alloys. Two types of alloys were prepared: Fe-18 Cr-10 Ni-3 Mo, which is within the specifica-
tions for bulk 316 stainless steel (which is often used instead of 304 stainless steel when improved
resistance to pitting is needed), and Fe-19 Cr-12 Ni-9 Mo. These surface alloys were produced by
sputter depositing up to 30 alternating layers of pure Mo and Ni–Cr alloys on a type 304 stainless
substrate. (The Ni–Cr layers were provided to maintain the Ni and Cr levels in the surface alloy
upon melting and mixing.) Details are given elsewhere [52, 53]. These specimens were laser sur-
face melted to an initial depth of 150 μm followed by a second laser processing at a shallower
depth of 100 μm two or more times to further homogenize the composition of the resulting surface
alloy.

Figure 16.28 shows a cross section through the 3% Mo surface alloy. (The sample had been
etched to bring out its structure.) The outlines of the various melt passes can be shown in the
figure. Figure 16.29 shows electron microprobe traces taken across the 3% Mo surface alloy.
It can be seen that Mo is distributed evenly throughout the surface alloy, except at the bottom
of the laser-melted region. Molybdenum was also distributed uniformly throughout the 9% Mo
alloy.

The anodic behavior of the two surface alloys in 0.1 M NaCl is shown in Fig. 16.30. The pitting
potential of the 3% Mo surface alloy is similar to that for bulk 316 stainless steel (which contains
2–3% Mo). The 9% Mo surface alloy did not undergo pitting up to potentials of oxygen evolution.
The compositions and the pitting potentials are summarized in Table 16.8.
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Fig. 16.28 Cross section of 3% Mo laser-surface alloy showing overlapping sets of melt passes due to deep alloying
and shallower homogenization [52]. Reproduced by permission of ECS – The Electrochemical Society

Fig. 16.29 Electron microprobe traces across the 3% Mo surface alloy. The inset to the right shows the outline of the
laser-surface alloy [52]. Reproduced by permission of ECS – The Electrochemical Society

Thus, the 3% Mo surface alloy prepared by laser surface alloying exhibits both a surface compo-
sition and a pitting potential equivalent to type 316 stainless steel, but conserves the amount of Mo
required by restricting its presence to the near-surface region. The rapid solidification feature of laser
alloying enables production of a surface stainless steel containing 9% Mo, an amount in excess of
that attainable by conventional alloying techniques. The improved pitting resistance of the 9% Mo
surface alloy is comparable to that normally obtained with higher alloys containing larger amounts
of Cr and Ni. Thus, the use of 9% Mo surface alloy also minimizes the amount of Cr and Ni required,
thus conserving these alloying elements in addition to conserving Mo.

Comparison of Ion Implantation and Laser–Surface Processing

These two surface modification techniques are complementary in nature. The depth of the surface–
modified region is greater with laser processing, but the surface is roughened with characteristic
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Fig. 16.30 Anodic polarization curves of Fe–Cr–Ni–Mo alloys in de-aerated 0.1 M NaCl [52]. Reproduced by
permission of ECS – The Electrochemical Society

Table 16.8 Summary of composition of Fe–Ni–Cr–Mo alloys and pitting potentials in 0.1 M NaCl [52]

Alloy Cr Ni Mo Epit in V vs. SCE

304 stainless steel 18–20 8–10 0 +0.300
316 stainless steel 16–18 10–14 2–3 +0.550
3% Mo surface alloy 18.9 9.1 3.7 +0.500
9% Mo surface alloy 19.2 11.7 9.6 Did not pit

surface ripples. With ion beam processing, there is no effect on surface topography, although the
modified region is much shallower. Ion implantation, its related techniques, and laser surface pro-
cessing are still primarily research techniques, but each offers the possibility of a new approach to
corrosion protection.

Problems

Electrode kinetics

1. Given the following corrosion mechanism for a univalent metal ion

M+ H2O
1
�
−1

M (H2O)ads

M (H2O)ads
2
�
−2

M
(
OH−

)
ads+ H+

M
(
OH−

)
ads

3→ M (OH)ads + e− (slow step)

M (OH)ads+H+ 4→ M+ (aq)+ H2O

(a) write an expression for the anodic current density ia in terms of θ (OH−), where θ (OH−) is
the surface coverage of the species M(OH−)ads
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(b) Set up a system of steady-state equations for each intermediate species and solve for θ (OH−)
in terms of the individual rate constants Assume that most of the surface is covered by
adsorbed water molecules

(c) What is the Tafel slope ba for this mechanism?
(d) What is the reaction order zH+ for this mechanism?

Current and potential distribution

2. Suppose that a zinc-coated metal fastener is screwed flush into a nickel sheet and that a 300 μm
thick layer of electrolyte condenses from a marine atmosphere in a circular droplet, as shown
below:

(Top view)

Water droplet
(2 cm. diameter)

Zinc screwhead
(1 cm. diameter)

Nickel sheet

(Cross-section) Nickel sheet

   Zinc screw

Water droplet

The anodic polarization curve for zinc in the thin-layer electrolyte gives an extended linear
region with |dE/di| = 20 � cm2 and the intercept of the linear region with the zero current axis
is Ea

′ = 0.0 V. Similarly, the cathodic polarization curve for nickel in the thin-layer electrolyte gives
an extended linear region with |dE/di| = 200 � cm2 and intercept Ec

′ = 1.0 V. The conductivity of
the electrolyte is 0.05 �−1 cm−1. What is the approximate local current density at the center of the
screw head?

Hint: Use Fig. 16.7.

Scaling effects

3. Lucas and co-workers [23] constructed a physical scale model of an aircraft carrier using a scale
of 1/100 in a study of the distribution of the electrode potential at various points along the hull of
the model. The conductivity of seawater in which the aircraft carrier operates is 0.05 �−1 cm−1.
What conductivity of chloride solution should be used in the scaled-down model system?

Acid–base properties of oxide films

4. Given the isoelectric points in Table 16.3, what is the surface charge (positive or negative) of each
of the following oxides when immersed in a solution of pH 7.0?

Molybdenum (Mo)
Zirconium (Zr)
Cadmium (Cd)
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5. Repeat the above problem for pH 11.0.
6. Would a negatively charge corrosion inhibitor be electrostatically adsorbed onto an oxide-covered

surface of zinc at a solution pH of 8.0?

Ion implantation

7 In ion implantation, a typical dose of the implanted ions is 1.0 × 1016 ions/cm2. The implanted
ions are distributed into the host metal substrate throughout a depth of approximately 100 Å in a
Gaussian distribution. Suppose that Cr is implanted as Cr3+ ions into an iron substrate and that
10% of the dose of 1 × 1016 Cr3+ ions/cm2 is retained in the outermost iron surface. Assume
that the metal surface contains only implanted Cr3+ ions and Fe host atoms. The radius of an Fe
atom is 1.24 Å (124 pm).

(a) What is the surface concentration of Cr3+ in atomic percent if all of the implanted ions
reside in the outermost iron surface?

(b) How does this surface concentration of Cr3+ compare with the critical composition needed
in Fe-Cr alloys for passivity?

8. Based on the data in Table 16.3, name one ion which could be implanted into pure copper to
improve its pitting potential in a chloride solution of pH 6.0? Explain why? What assumption(s)
are you making?

9. (a) Based on a surface charge argument, what is the expected effect on the pitting potential in
a neutral chloride solution if Si is implanted into iron?

(b) Based on a defect concentration argument, what is the expected effect on the pitting
potential in a neutral chloride solution if Si is implanted into iron?

(c) What conclusion can be drawn?

10. Name and discuss one drawback of the ion implantation approach as a method of corrosion
protection.

Laser-surface modification

11. Laser-surface melting and the resulting local rapid resolidification impart a compressive stresses
to the near-surface region. What is the effect of this local stress on corrosion fatigue?

12. Name and discuss one drawback of the laser-processing approach in regard to corrosion
protection.
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Chapter 17
Beneficial Aspects of Corrosion

Introduction

Throughout this text we have considered corrosion to be a troublesome or dangerous process. And
indeed it is! Chapter 1 has discussed the impact of corrosion on health and safety, on wastage of
materials, and on economic loss.

Figure 17.1 shows a humorous look at the forces of corrosion. Table 17.1 lists some quotations
about corrosion [1–3]. As seen in the table, corrosion (rusting) does not fare well and has been com-
pared to disease, stagnancy, obsession with material wealth, and even to envy. Personal degradation
by tribological forces is deemed to be preferred over corrosion.

But there can also be some advantageous aspects to corrosion if corrosion is managed in a
controlled manner [4, 5]. Some benefits of corrosion include the following:

Rust Is Beautiful

Rust layers possess an attractive reddish-brown hue. Recall Fig. 1.6, which shows a picture of the
attractive rust-colored giant watering can, which graces an outdoor garden center near Alexandria,
Virginia.

“Weathering” steels have this same general appearance. Weathering steels are low alloy steels
which form attractive-looking rust layers upon exposure in the natural atmosphere. More impor-
tantly, these rust layers are also tightly adherent and provide corrosion protection. An example has
already been given in Fig. 7.2.

The chemical composition of a typical weathering steel is given in Table 17.2.
Weathering steels have been used in the construction of buildings, bridges, and utility towers.

Because of their low corrosion rate, which is established after about 1 year, and with their pleasing
appearance, weathering steels have been touted as requiring no painting.

Copper Patinas Are Also Beautiful

The beautiful blue-green patinas which form on copper roofs and statues are due to the initial
corrosion of copper to form an oxide film, which then provides further corrosion protection to
the underlying copper. Example can be found in the blue-green roofs of hotels, public buildings,
churches, and private homes (usually porch roofs), as well as on copper or bronze statues.

515E. McCafferty, Introduction to Corrosion Science, DOI 10.1007/978-1-4419-0455-3_17,
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Fig. 17.1 A humorous look at the forces of corrosion. Reprinted with permission from the comic strip “Hagar the
Horrible” by Chis Browne, Washington Post, August 15, 2006. By permission of Hagar © King Features Syndicate

Table 17.1 Some quotations regarding corrosion [1–3]

“Time will rust the sharpest sword”.
Sir Walter Scott (1771–1832)

“It is better to wear out than to rust out”.
Richard Cumberland (1631–1792)

“When I rest, I rust”.
German proverb

“Iron rusts from disuse, stagnant water loses its purity, even so does inaction sap the vigor of the mind”.
Leonardo da Vinci (1452–1519)

“Keep up your bright swords, for the dew will rust them”.
William Shakespeare (1564–1616)

“Where moth and rust doth corrupt and where thieves break through to steal”.
Matthew, New Testament, 6:19–20

“As iron is eaten with rust, so are the envious consumed by envy”.
Antistenes (c. 455 BC to c. 365 BC)

“Usura∗ rusteth the chisel
It rusteth the craft and craftsman”.
Ezra Pound (1885–1972)

“Rust Never Sleeps”
Album recorded in 1979 by Neil Young, North American folk-rock artist

∗Pound’s use of the word usura (usury) refers to the obsession with wealth or money.

Table 17.2 Composition of weathering steels compared to two other structural steels [6]

Composition (%)

Type of steel C Mn P S Si Cu Ni Cr

Structural carbon steel 0.17 0.57 0.019 0.050 0.043 0.05 0.02 0.02
Structural copper steel 0.18 0.49 0.024 0.034 0.025 0.32 0.02 0.02
Early Cor-Ten steel 0.09 0.30 0.16 0.035 0.93 0.42 0.03 1.1
Later Cor-Ten steel 0.06 0.48 0.11 0.030 0.54 0.41 0.51 1.0
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Cathodic Protection

Cathodic protection by a sacrificial anode is another example of beneficial corrosion. When a zinc
anode is electrically connected to an iron structure, as in Fig. 5.5, the zinc, which has the more
negative open-circuit potential, becomes the anode in the iron/zinc couple. Thus, the sacrificial zinc
anode is allowed to intentionally corrode, but in so doing, it provides protection to the more valuable
structure iron (or steel), which may be a bridge, a pipeline, or a ship.

Electrochemical Machining

Electrochemical machining utilizes controlled anodic dissolution (i.e., corrosion) between a work-
piece (anode) and a “tool” (cathode) in an electrolytic cell. The shape of the machined work piece is
controlled by moving the tool electrode through the electrolyte in a prescribed path.

Metal Cleaning

Scale-covered or rusted metals can be cleaned prior to surface treatment by immersing them in acid
solutions (“pickling”).

Etching

In studies on the metallography of metals or alloys, specimens are etched in appropriate solutions
(often acids) to allow the specimen to corrode in a controlled manner in order to bring out the grain
boundary structure.

Batteries

Batteries physically separate the anode and cathode in order to provide an electromotive force
between the two electrodes. In lead acid batteries (automobile batteries), the reactions are as follows:

Anode: Pb+ H2SO4 → PbSO4 + 2H+ + 2e−

Cathode: PbO2 + H2SO4 + 2H+ + 2e− → PbSO4 + 2H2O

Overall: Pb+ PbO2 + 2H2SO4 → 2PbSO4 + 2H2O

Thus, in order for this battery to operate, the lead anode must undergo oxidation (corrosion). Six
cells are used in series to produce a total cell voltage of approximately 12 V. (This battery can be
recharged, a process which reverses the half-cell reactions above.)

Passivity

Chapter 9 has discussed in much detail the protection of metals or alloys by passive films. These
passive films arise from the controlled corrosion of the substrate metal to form a protective oxide
film.
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Anodizing

Anodizing is a special form of passivation in which an oxide film of tens to hundreds of microns
in thickness is formed anodically in an electrochemical cell. Such anodized oxide coatings provide
improved corrosion protection, increased abrasion, or enhanced adhesion of paints or other organic
coatings.

Titanium Jewelry and Art

Titanium is a gray-colored metal, but it is often used in jewelry and art pieces. This is because tita-
nium can be colored by the process of anodizing to produce oxide films of various beautiful colors,
including yellow, blue, green, and violet. The color of the oxide film depends on the applied voltage
and on the thickness of the film. Specimens can be anodized by immersion into an electrochemical
cell, or selected areas can be anodized with a brush which brings the electrolyte and the cell to the
metal. In this case, a brush tip or sponge is saturated with the electrolyte, and the wetted brush or
sponge is in contact with a metal cathode (which is insulated). The desired pattern and color is then
“painted” onto the titanium surface; see Fig. 17.2.

+ –

Anode

Cathode
(insulated from user) 

Power supply

Sponge or brush tip
saturated with
electrolyte

Fig. 17.2 Schematic diagram
of the anodizing of a titanium
earring using a brush tip

Caution to Inexperienced Artisans:

There is a real danger of getting an electric shock. Be careful, and don’t let corrosion throw you for
a loop!
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Answers to Selected Problems

Chapter 2

1. (a) Physical; (b) – (d) physical plus environmentally assisted.
2. Anodic: Zn (s)→ Zn2+ (aq) + 2e−

Cathodic: 2H+ (aq) + 2e− → H2 (g)
and: O2 (g) + 2H2O (l) + 4e− → 4OH−

3. Anodic: Fe (s)→ Fe2+ (aq) + 2e−
and: Cr(s)→ Cr3+ (aq) + 3e−
Cathodic: O2 (g) + 2H2O (l) + 4e− → 4OH−

4. (a) Anodic: Cu (s)→ Cu2+ (aq) + 2e−
Cathodic: O2 (g) + 2H2O (l) + 4e− → 4OH−

(b) Precipitation occurs.
(c) Decreasing the pH increases the concentration of H+ ions and decreases the concentration

of OH− ions so that the equilibrium is shifted to the left.
6. 93.1 mA/cm2.
7. (a) 3.97 × 10−4 g/(cm2 h); (b) 0.363 mA/cm2.
8. (a) 7.40 × 10−3 A/m2; (b) 8.23 × 10−3 mm/year; (c) 61 years.
9. 5.9 mils thickness required.

10. 0.664 mA/cm2.
11. Hf has the larger atomic weight and thus the larger weight loss.
12. The final pH is 14.4. Figure 2.11 shows that this will cause an increase in the corrosion rate of

Al.
13. (a) Anodic areas usually appear near the point of the nail. (b) The bent part of the nail is an

anodic area because straining the metal perturbs metal atoms from their equilibrium lattice
positions.

Chapter 3

1. The number of water molecules involved in primary hydration is 0.86% of the total water
molecules.

2. 2.5 × 107 V/cm.
3. (a) 75 μF/cm2; (b) 56 μF/cm2; (c) 30 μF/cm2.
4. V = PD M1/S − PD ref/S.
6. (a) E = −0.380 V vs. SCE; E = −0.360 V vs. Ag/AgCl; (c) E = −0.454 V vs. Cu/CuSO4.

521E. McCafferty, Introduction to Corrosion Science, DOI 10.1007/978-1-4419-0455-3,
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8. (a) False; (b) True; (c) True.
9. (a) False; (b) True; (c) False.

10. The double-layer capacitance Cdl decreases as the corrosion rate decreases, and thus can be used
to monitor the corrosion rate.

11. The double-layer capacitance per unit area Cdl is given by Cdl = ε/d. As an organic molecule
adsorbs, ε decreases and the thickness d of the edl increases, so that Cdl decreases.

Chapter 4

2. (a) 1364 cal/mol; 5708 J/mol.
3. (a) E = +0.235 V vs. SHE. (b) The electrode potential for the SCE electrode is + 0.242 V vs.

SHE, so there is only 7 mV difference between the two.
4. E = −0.337 V vs. SHE.
5. E = +0.209 V vs. SHE.
6. The reaction is spontaneous.
7. (a) The overall reaction is spontaneous in the standard state; (b) E0 = +0.656 V vs. SHE; (c)

E = 0.656 + 0.0295 log [MoO4
2−] − 0.0.0591 pH; (d) the overall reaction to form MoO2 is

spontaneous, under the given conditions; and (e) Spontaneity of forming MoO2 depends on the
experimental conditions, i.e., pH and MoO4

2− concentration.
8. μ0 (Sn2+ (aq)) = − 26,634 J/mol = −6365 cal/mol.
9. E = −2.394 V vs. SHE.

10. [Pb+2] = 0.036 M.
11. We cannot add the two given values of E0. We must write �G0 =−nFE0 =�(νiμi

0 (products))
− �(νiμi

0 (reactants)) for each of the two given half-cell reactions to calculate μ0(Fe2+) and
μ0(Fe3+) for use in calculating E0 (Fe3+/Fe). The result is E0 (Fe+3/Fe) = −0.041 V vs. SHE.

12. In the solid metal, a metal atom is confined to a certain lattice position. In the aqueous solution,
the metal cation can move through the solution, so the disorder increases. Thus, the entropy
increases.

Chapter 5

1. (a) The nickel electrode is the anode and will corrode; (b) cell emf is +0.570 V; (c) Ni (s) + Cu2+

(aq)→ Cu (s) + Ni2+ (aq).
2. (a) The aluminum electrode is the anode and will corrode; (b) cell emf is +1.391 V; (c) 2Al (s)

+ 3Ni2+ (aq)→ 2Al3+ (aq) + 3Ni (s).
3. [Cd2+]/[Fe2+] = 0.032.
4. (a) Pb in contact with 0.01 M Pb2+ is the anode. (b) Cell emf is +0.05 V.
5. (a) Zn is more negative in the emf series and in the galvanic series for seawater. (b) Sn is more

negative than Cu in the emf series, but both have approximately the same potential in seawater.
(c) Ni is more negative than Ag in the emf series, but both have approximately the same potential
in seawater. (d) Ti is more negative than Fe in the emf series, but is more positive in the galvanic
series for seawater.

6. (a) Mg can be used to cathodically protect steel in seawater. (b) Al can be used to cathodically
protect steel in seawater. (c) Either Be or Cd can be used to cathodically protect steel in seawater.

7. Tin will be the anode and will corrode to protect the underlying steel substrate.
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8. (a) Aluminum will be the anode. (b) No galvanic effect. (c) Potentials are near each other so
that a galvanic effect is not likely. (d) Aluminum will be the anode.

9. The electrode potential of the second-phase particle Al2CuMg is more negative than the
aluminum matrix, so the second-phase particle will preferentially corrode. However, the
aluminum matrix has an electrode potential more negative than the second-phase particle
Al3Fe, so that the aluminum matrix will corrode in a galvanic couple between Al and
Al3Fe.

10. Cadmium is a sacrificial coating, and Cd will corrode if a break develops in the coating down to
the steel substrate.

11. If a break develops in the stainless steel coating and extends down to the plain steel substrate,
the steel substrate will galvanically corrode.

12. (a) If a break develops down to the Cr layer, Cr will corrode. (b) If the break continues down to
the steel substrate, the steel substrate will corrode.

13. Case B is worse. This situation involves a large area cathode connected to a smaller area
anode, so that the anodic current density will be increased at the surface of the steel nut and
bolt. Case B is the less troublesome situation of a small cathode connected to a larger area
anode.

14. Waterline corrosion below the surface is possible due to the operation of an differential oxygen
cell.

Chapter 6

1. (a) Mild steel lies just within a region of corrosion; zinc lies in a region of corrosion.
(b) Coupled mild steel lies in a region of immunity; coupled zinc lies in a region of cor-
rosion. (c) These results are consistent with predictions based on the galvanic series for
seawater.

2. Corrosion of silver at pH 5 occurs between approximately 0.45 and 1.1 V vs. SHE.
3. The region of corrosion as Pd2+ ions lies above the “a” line for H2 evolution. Thus, H2 is not

stable in this region of Pd corrosion, so the reaction of Pd with H+ ions to form H2 is not
thermodynamically favored.

4. (b) Three methods of protection are (i) increase the electrode potential into a region of pas-
sivity (anodic protection), (ii) make the electrode potential more negative to move into a
region of immunity (cathodic protection), (iii) increase the pH to move into a region of
passivity.

5. 96.5 min.
6. E0 = −1.550 V vs. SHE.

10. E = 1.311 + 0.0197 log [CrO4
2−] − 0.0985 pH

11. (a) Ti (s) + H2O (l)→ TiO (s) + 2H+ (aq) + 2e−; 2TiO (s) + H2O (l)→ Ti2O3 + 2H+ (aq) +
2e−; Ti2O3+ H2O (l)→ 2TiO2 (s) + 2H+ (aq) + 2e− (b) dE/dpH = −0.0591 for each of the
three reactions.

12. The Pourbaix diagram for Mg is similar in general shape to that for Al or Zn (Figs. 6.1 and 6.7).
14. The electrode potential must be more positive than −0.177 V vs. SHE.
15. The data point lies below the “a” line for H2, so that H2 gas is stable under the experimental

conditions and is likely the gas which was observed.
16 Nb and Ta have similar Pourbaix diagrams. Nb and Ta appear in the same column in the Periodic

Table and are expected to have similar chemical behavior. (See Fig. 9.24.)
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Chapter 7

1. (a) 0.411 g/cm2 h; (b) 123 mA/cm2.
2. (a) 71.3 mg/cm2 year. (b) The corrosion rate decreases with time. (c) The rust layer becomes

more protective with time.
3. (a) 7.5 × 10−3 M/L; (b) 0.10 g/cm2; (c) 41.9 mL (STP)/cm2.
4. 3.6 mg/cm2 h.
5. The weight fractions of metals in the alloy are Fe 0.058, Cr 0.162, Mo 0.153, Ni 0.546. Their

cation fractions in solution are Fe 0.057, Cr 0.100, Mo 0.130, Ni 0.712. Thus, Ni is preferentially
corroded, while the others are not.

6. ba = 0.0591 V.
8. (a) Ecorr = −0.459 V vs. SCE. (b) icorr = 24 μA/cm2.
9. (a) The overvoltage is given by η = 0.0591/n (in V), where n is the number of electrons trans-

ferred. If n = 1, η = 0.0591 V. If n = 2, η = 0.0296 V. (b) η = 0.118/n (in V), where n is the
number of electrons transferred. If n = 1, η = 0.118 V. If n = 2, η = 0.0591 V.

10. log icorr = (1/2) log (Ac/Aa) + constant.
11. (a) icorr = 1.2 × 10−5 A/cm2 (b) Ecorr = −0.03 V
12. 1.6 μA/cm2.
13. ba = 0.073 V.

Chapter 8

1. (a) 0.0173 cm; (b) 2005 jumps/s.
2. 3.7 h.
3. 5.6 h.
4. 35 s (using 0.065 cm as the thickness δ of the diffusion layer from Example 8.2).
5. For δ = 0.05 cm, iL = 3.9 × 10−5 A/cm2. For δ =0.1 cm, iL = 1.9 × 10−5 A/cm2. (Using D =

2.0 × 10−6 cm2/s and the concentration of dissolved O2 = 8.0 mg/L from Fig. 8.5.)
6. (b) Increasing the flow velocity increases the limiting cathodic current density iL for the reduc-

tion of oxygen and hence increases the corrosion rate. (c) The concentration of dissolved O2
decreases, so iL decreases and so does the corrosion rate.

7. The following assumptions must hold: (i) the only cathodic reaction is the reduction of O2,
(ii) the O2 reduction reaction is under diffusion control, and (iii) the anodic and cathodic
polarization curves intersect in the region of the limiting cathodic current density.

8. (b) Ecorr = −0.070 V vs. SHE = −0.31 V vs. SCE. (c) From the galvanic series for seawater,
Ecorr = −0.1 to −0.2 V vs. SCE.

9. (a) 11 μA/cm2; (b) 3.1 g/m2 day.
10. The electrolyte in contact with the hotter end of the metal will contain less dissolved O2

(Fig. 8.4). Thus, an oxygen concentration cell will be set up, with the hotter end of the metal
becoming the anode.

11. 238 μA/cm2.

Chapter 9

1. 0.94−1.91 monolayers of O−2.
2. The calculated potential for the reduction of γ-Fe2O3 to Fe2+ is −0.214 V vs. SHE., in good

agreement with the experimental value for the first plateau. The calculated potential for the
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reduction of Fe3O4 to Fe is −0.534 V vs. SHE., in good agreement with the experimental value
for the second plateau.

3. Tantalum. Based on the Pourbaix diagrams in Fig. 9.24, tantalum is either passive or immune
over a large range of pH and electrode potential.

4. E = −0.672 V vs. SHE; not in agreement with the experimentally observed Flade potential.
6. 15.9 at.% Ni. The electron configuration theory is based on the concept of an adsorbed film and

does not take into account the properties of the oxide film.
7. The effective molecular weight of the oxide is 136.17 g/mol. The effective atomic weight

of the metal is 55.27 g/mol. The effective value of n = 1.74. The density of the oxide is
6.67 g/cm3. The density of the metal is 7.0 g/cm3 (given). R = 1.49, so that the oxide film is
protective.

8. The addition of Mo to Fe–Ni alloys is predicted to be detrimental. This trend is in agreement
with the text, which states that Mo is beneficial only when Cr is present.

9. (a) icorr ≈ 400 μA/cm2; (b) 0 to +0.3 V vs. SCE; (c) 30 μA/cm2; (d) 9.5× 10−4 cm penetration;
(e) at −0.7 V vs. SCE, ianodic ≈ 30 μA/cm2.

10. (a) The anodic and cathodic polarization curves intersect in a region of active corrosion. (b) The
anodic and cathodic curves intersect in a region of passivity. (c) The situation is unstable and
the system oscillates between a state of active corrosion and one of passivity.

Chapter 10

1. Pitting and crevice corrosion are similar in their propagation stages. Each of these two forms
of localized corrosion results in the formation of an internal solution of low pH and concen-
trated in Cl− ions and in metal cations. Pitting and crevice corrosion differ in their initiation
stages. Crevice corrosion initiates by means of a differential O2 cell, whereas pitting involves
the localized breakdown of an oxide film (by one of several different mechanisms).

3. (c) Both the 1.0 cm2 crevice and the 2.0 cm2 crevice have the same weight loss, but the smaller
sample has the greater weight loss per unit area.

6. The pitting potential is Epit = −0.70 V vs. S.C.E.
7. The current density within the pit is approximately 1,900 A/cm2.
8. (a) The pitting potential for pure Al in 0.6 M Cl− is−0.74 V vs. S.C.E.=−0.72 V vs. Ag/AgCl.

(b) The pitting potential of Al alloys in seawater from Table 10.5 is −0.88 V vs. Ag/AgCl.
(c) Agreement is fair. Differences may be caused by the following reasons: (i) Use of 0.6 M Cl−
does not satisfactorily simulate seawater, which contains other ions as well as organic matter.
(ii) Short-term laboratory tests do not represent data obtained over a much longer period of
immersion. (iii) We have considered laboratory data for pure Al rather than for the Al alloy of
interest.

9. (b) Safe ranges are more negative than −0.7 V vs. SCE (immunity) or between −0.35 V and
−0.58 V vs. SCE. (perfect passivity).

10. Alloy B (but not alloy A) can be used instead of 304 stainless steel. Alloy B has a
higher pitting potential in 1 M HCl than does the other two alloys and has a critical cur-
rent density for passivation similar to that for 304 stainless steel and lower than that of
alloy A.

11. With increased temperature the rate increases for all individual steps which lead to pitting. This
includes the rate of Cl− transfer within the oxide film, the rate of oxide thinning, and the rate of
electrochemical reactions at the metal/oxide interface. Thus, the metal can be driven to a lower
electrode potential to cause pitting to occur.
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Chapter 11

2. KI = 38 MPa
√

m.
4. Crack length 2a = 0.10 in. = 2.5 mm.
5. (a) KIscc = 45 ksi

√
in.; (b) σ = 51 ksi; (c) KI = 19 ksi

√
in. is less than KIscc so that fracture

does not occur.
6. Smooth specimens do not fracture below the threshold yield stress σ th = 48 MPa. For pre-

cracked specimens, the stress is given by σ = 3.103/
√

a. Pre-cracked specimens do not fracture
below the intersection of this line and the yield stress, σY = 410 MPa. The safe-zone region lies
below the intersection of the lines σ = 3.103/

√
a and σ th = 48 MPa.

7. Making the electrode potential more negative decreases KIscc (or increases the susceptibility to
stress-corrosion cracking). (If KIscc decreases, the critical flaw size also decreases for the same
applied stress σ .) Hydrogen embrittlement is a possible mechanism of stress-corrosion cracking
because the alloy is more susceptibile with increasing negative potentials, where more cathodic
charging with hydrogen gas can occur.

8. 1.2 A/cm2.
9. The time to failure decreases for both cathodic and anodic currents. Thus, the mechanism

for stress-corrosion cracking must be a mixed-mode mechanism, involving both hydrogen
embrittlement and anodic dissolution within the crack.

11. 1,563 cycles.

Chapter 12

2. For 1 M HCl, %I = 88%; for 4 M HCl, %I = 60%.
3. A plot of C/θ vs. C gives a straight line of unit slope.
4. Calculate θ from θ = (i0 − i)/(i0 − isat). Then, a plot of θ vs. log C gives a straight line over

a portion of the plot, indicative of a Temkin isotherm. Various tests for the Langmuir isotherm
fail.

6. (a) The S-containing compound is better because the S atom is a better electron donor than the N
atom. (b) CH3(CH2)16COOH is better because it has the longer chain length and thus presents
a greater barrier to the aqueous solution when a close-packed monolayer is formed on the metal
surface. (c) Both compounds have similar base strengths, but the diamine (second compound)
is better because it offers more attachment possibilities to the metal surface. Either of the two
-NH2 groups can adsorb with the molecule in the vertical configuration or both -NH2 groups
can adsorb with the molecule being in the flat configuration. (d) The -CH3 compound (second
compound) is better. This is because the p-CH3 group is an electron donor and provides electrons
to the ring. The Hammet sigma value σ(p-CH3) = −0.17. The Cl-containing compound is an
electron acceptor and withdraws electrons from the ring. The Hammet sigma value for the Cl
group is σ(p-Cl) = +0.23. (e) The second compound is better. It contains two electron-donating
groups, so that the electron density on the N atom is higher for the second compound.

8. (a) For the conditions given, E = +1.103 V vs. SHE for chromate reduction, and E =
−0.153 V vs. SHE For tungstate reduction, (b) under the given conditions, chromate reduction
is spontaneous, but tungstate reduction is not, by �G = −nFE.

9. The corrosion of metals in nearly neutral solutions differs from that in acidic solutions for two
reasons. (1) In acid solutions, the metal surface is oxide-free, but in neutral solutions, the sur-
face is oxide-covered. (2) In acid solutions the main cathodic reaction is hydrogen evolution,
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but in air-saturated neutral solutions, the cathodic reaction is oxygen reduction. In each case the
inhibitor must interact with the metal or oxide-covered metal surface. For acid solutions, adsorp-
tion alone may be sufficient to cause inhibition. But in nearly neutral solutions, the inhibitor
must be able to enhance the protective properties of the oxide film. Possibilities include (i) for-
mation of surface chelates, (ii) incorporation into the film of an oxidizing inhibitor (such as
CrO4

2−), which itself is reduced to Cr2O3, (iii) incorporation of the inhibitor into the oxide film
or into its pores, (iv) formation of a precipitate on the oxide film.

10. If the inhibitor does not completely cover the metal surface, there can be a difference in
potential between the covered sites and the uncovered sites. This difference can cause a gal-
vanic effect, so that the uncovered sites act as local anodes, and thus localized corrosion may
occur.

Chapter 13

1. When an anodic site is activated beneath an organic coating, the local solution becomes acidified
and chloride ions migrate into the vicinity of the site, as in crevice corrosion. The cathodic reac-
tion (O2 reduction) also occurs beneath the organic coating. This is different than the usual case
of crevice corrosion, in which the principal cathodic reaction takes place outside the crevice.
The major damage to the organic coating is caused in alkaline regions (cathodic) rather than in
the acidic region (anodic). This is different than the usual case of crevice corrosion where the
main corrosion damage occurs within the crevice (anodic region).

2. Filiform corrosion is different in its geometric appearance than the usual type of underfilm
corrosion, but the mechanism of detachment is similar in both cases. Cathodic regions beneath
the coating exist in each case and can give rise to cathodic delamination.

5. (a) 33,000 layers of H2O molecules, (b) 9.9% of the thickness of the organic coating contains
H2O molecules.

6. (a) In 1 day the coating will transmit 1.67× 10−4 mol H2O, as compared to 7.81× 10−8 mol O2.
To use up all the H2O, we would need 8.4 × 10−5 moles O2, but we have much less. Thus, O2
is the limiting reactant. (b) 0.35 μA/cm2.

7. (a) The data point lies in the region of the Pourbaix diagram for aluminum where Al goes into
solution as AlO2

−. (b) Thus, the oxide film is not stable so that dissolution of the oxide is
a possible mechanism of delamination. However cathodic delamination due to failure of the
polymer in the alkaline environment cannot be ruled out.

8. 92 mg/cm2 day.
9. From Figs. 13.9 and 13.10, poly(vinyl acetate) is a basic polymer and poly(vinyl fluoride) is

an acidic polymer. Thus, the basic polymer, poly(vinyl acetate), would be expected to have the
greater adhesion to the acidic oxide.

10. (a) Desirable properties are that polytetrafluoroethylene (PTFE) has good corrosion resistance
in most solutions and is also a hydrophobic polymer which is not wetted by aqueous solutions.
In addition, PTFE has a low coefficient of friction and is a good electrical insulator. (b) An
undesirable property is that when drastically overheated, PTFE can release toxic gases. In addi-
tion, perfluorooctanoic acid, which is used to make PFTE, is a carcinogen. It is also difficult to
get PTFE to adhere to the metal substrate without using certain adhesion promoters. (Adhesion
promoters are often bifunctional chemical agents which act as molecular bridges between two
chemically different materials. Adhesion promoters improve adhesion by chemically bonding
to both types of materials simultaneously.)
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11. (a) Measuring the electrode potential of an underground coated system would be useful in find-
ing holidays (breakthroughs) in the coating. (b) Similarly, measuring the polarization resistance
of specimens of the coated metal could give information on the integrity of the coating. Values
of Rp would decrease if there is a breakthrough in the coating.

Chapter 14

7. |Z| = [R2 + 1/(ω2C2)]1/2.
8. 12 μA/cm2.
9. Rp = 1,910 �; Rs = 10 �, Cdl = 3.1 × 10−5 F.

10. The low-frequency value of |Z| is the parameter of interest because it contains the values of the
polarization resistance Rp and the pore resistance Rcp of the coating. |Z| → Rp + Rcp + Rs as
ω → 0. At low frequencies, |Z| is larger when either plasticizer is contained in the organic
coating. Benzyl alcohol is the better of the two plasticizers.

11. 4.4 × 10−7 F/cm2.

Chapter 15

1. Based on thermodynamics, there will be an increase in the stability of the oxide. When iron is
alloyed with aluminum, the oxide will be a mixed oxide consisting of Fe2O3 and Al2O3, with
Al2O3 being more stable than Fe2O3, per the Ellingham diagram.

2. (a) K = 1/PO2 ; (b) PO2 = 1.0 × 10−10;(c) the two results are the same.
3. PO2 = 1.2 × 10−41 atm, so that oxidation is possible in air at 1,200 K.
4. The observation that dust particles become enveloped within the rust layer means that the rust

layer grows both from the outside oxide surface inward and from the metal surface outward.
This is similar to the Wagner mechanism of high-temperature oxidation.

6. (a) According to the Ellingham diagram, the addition of Al to Ni should result in a more stable
alloy. But the oxidation rate increases with Al content, in disagreement with the Ellingham
diagram. (b) From Table 15.5, NiO is a p-type oxide with cation vacancies. From the Hauffe
rules in Table 15.6, a solute of higher oxidation number (Al3+) results in an increase in oxidation
rate, in agreement with the Hauffe rules.

7. (a) 5.0 × 10−3 g/cm2 after 20 h; (b) 7.5 μm.
8. According to Table 15.5, Al2O3 is an n-type oxide with anion vacancies. The addition of a solute

like Li+ with an oxidation number lower than that of Al3+ causes an increase in the oxidation
rate, according to the Hauffe rules in Table 15.6.

9. The parabolic rate law gives the best fit.
10. 37.7 mg/cm2.
11. (a) Replacing U4+ with Al3+ reduces the oxidation rate. (b) Replacing U+4 with Ta+5 increases

the oxidation rate.
12. krational = 6.7 × 10−9 equiv cm−1s−1.

Chapter 16

1. (a) ia/F = k3θOH−;(b) k1k2/{(k1 + k−1β) (k−2[H+])};(c) ba = 0.118 V; (d) zH+ = −1.
2. 2.5 mA/cm2.
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3. 5.0 × 10−4�−1cm−1.
4. Surface charges at pH 7.0 are MoO3 negative, ZrO2 negative, CdO positive.
5. Surface charges at pH 11.0 are MoO3 negative, ZrO2 negative, CdO negative.
6. At pH 8.0, the oxide-covered surface has a positive charge. Thus, a negatively charged corrosion

inhibitor can be adsorbed at pH 8.0.
7. (a) The concentration of implanted Cr3+ ions at the surface is 33 at.%. (b) This concentration is

higher than the critical concentration of 13 at.% Cr required for passivity in Fe–Cr binary alloys.
8. (a) At pH 6.0, the surface of oxide-covered copper has a positive charge. We want to implant

copper with a metal whose oxide will have a negative charge at pH 6.0 in order to replace a
portion of the positively charge surface with negative charges (to minimize Cl−uptake). Thus,
any oxide having an isoelectric point less than 6.0 will do. Possibilities are Ce, Ti, Ta, Si, and
Mo. (b) We are assuming that the implanted ion is contained in the oxide film and that the
isoelectric point for an oxide film is similar to that for bulk oxides.

9. (a) In neutral solutions, the surface of oxide-covered Fe is positively charged, and surface of
oxide-covered Si is negatively charged. Thus implantation of Si into Fe will convert a portion
of the positively charged surface into negative charges. The uptake of Cl− will be reduced, so
protection against pitting will be increased. (b) Fe2O3 is an n-type semiconductor with anion
vacancies (Table 15.6). Insertion of Si4+ ions will decrease the concentration of anion vacancies
(Table 15.6). This reduces ionic diffusion through the oxide film so that protection against pit-
ting will be increased. (c) Each argument is consistent with the other, so we can conclude that
implantation of Si into Fe provides increased resistance to pitting.

10. Ion implantation has the following limitations: (i) the depth of the modified region is shallow
(hundreds to thousands of angstroms); (ii) ion implantation is a line-of-sight process so that
recesses in the sample geometry cannot be easily ion implanted; (iii) large-sized samples cannot
be processed readily.

11. The resulting stress is a compressive stress which is beneficial to protection against corrosion
fatigue.

12 Laser processing produces a rough surface containing surface ripples which must be machined
if a smoother surface finish is desired. The depth of modified region is thicker than in the case
of ion implantation, but is still limited to the near-surface of the order of hundreds of microns
deep.



Appendix A
Some Properties of Various Elemental Metals

Oxidation number of most
common aqueous ionsb, c

Element Symbol
Atomic
number

Atomic
weight
(g/mol)a

Density
(g/cm3)a Mono-atomic Oxyions

Lithium Li 3 6.941 0.534 +1
Beryllium Be 4 9.012 1.85 +2
Boron B 5 10.811 2.34 +3 (BO3

3−)
+3 (B4O7

2−)
Sodium Na 11 22.990 0.97 +1
Magnesium Mg 12 24.305 1.74 +2
Aluminum Al 13 26.982 2.70 +3 +3 (AlO2

−)
Silicon Si 14 28.086 2.3296 +4 (SiO3

2−)
Potassium K 19 39.098 0.89 +1
Calcium Ca 20 40.078 1.54 +2
Scandium Sc 21 44.956 2.99 +3
Titanium Ti 22 47.867 4.506 +2, +3, +4 +4 (TiO3

2−)
Vanadium V 23 50.942 6.0 +2, +3 +5 (VO4

3−)
Chromium Cr 24 51.996 7.15 +2, +3 +6 (CrO4

2−)
Manganese Mn 25 54.938 7.3 +2, +3 +7 (MnO4

−)
Iron Fe 26 55.845 7.87 +2, +3 +2 (FeO2

2−)
Cobalt Co 27 58.933 8.86 +2, +3 +2 (CoO2

2−)
Nickel Ni 28 58.693 8.90 +2 +2 (NiO2

2−)
Copper Cu 29 63.546 8.96 +1, +2 +2 (CuO2

2−)
Zinc Zn 30 65.409 7.134 +2 +2 (ZnO2

2−)
Gallium Ga 31 69.723 5.91 +2, +3 +3 (GaO3

3−)
Germanium Ge 32 72.64 5.3234 +2, +4 +4 (GeO3

2−)
Rubidium Rb 37 85.468 1.53 +1
Strontium Sr 38 87.62 2.64 +2
Yttrium Y 39 88.906 4.47 +3
Zirconium Zr 40 91.224 6.52 +4 +4 (ZrO3

2−)
Niobium Nb 41 92.906 8.57 +3
Molybdenum Mo 42 95.94 10.2 +3 +6 (MoO4

2−)
Technetium Tc 43 98 11 +2 +7 (TcO4

−)
Ruthenium Ru 44 101.07 12.1 +2, +3 +6 (RuO4

2−)
Rhodium Rh 45 102.906 12.4 +1, +2, +3 +6 (RuO4

2−)
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Oxidation number of most
common aqueous ionsb, c

Element Symbol
Atomic
number

Atomic
weight
(g/mol)a

Density
(g/cm3)a Mono-atomic Oxyions

Palladium Pd 46 106.42 12.0 +2 +2 (PdO2
2−)

Silver Ag 47 107.868 10.5 +1, +2
Cadmium Cd 48 112.411 8.69 +2 +2 (CdO2

2−)
Indium In 49 114.818 7.31 +1, +2, +3 +3 (InO2

−)
Tin Sn 50 118.710 7.287 +2, +4 +4 (SnO3

2−)
Antimony Sb 51 121.760 6.68 +3 (SbO2

−)
+5 (SbO3

−)
Cesium Cs 55 132.905 1.93 +1
Barium Ba 56 137.327 3.62 +2
Lanthanum La 57 138.905 6.15 +3
Cerium Ce 58 140.116 6.770 +3, +4
Hafnium Hf 72 178.49 13.3 +4
Tantalum Ta 73 180.948 16.4 +3 +5 (TaO3

−)
Tungsten W 74 183.84 19.3 +6 (WO4

2−)
Rhenium Re 75 186.207 20.8 +3 +6 (ReO4

2−)
+7 (ReO4

−)
Osmium Os 76 190.23 22.587 +6 (OsO4

2−)
Iridium Ir 77 192.217 22.562 +3 +6 (IrO4

2−)
Platinum Pt 78 195.084 21.5 +2 +6 (PtO4

2−)
Gold Au 79 196.967 19.3 +1, +3 +3 (AuO3

3−)
Mercury Hg 80 200.59 13.534 +1, +2
Thallium Tl 81 204.383 11.8 +1, +3
Lead Pb 82 207.2 11.3 +2, +4 +2 (PbO2

2−)
+4 (PbO3

2−)
Bismuth Bi 83 208.980 9.79 +3
Polonium Po 84 209 9.20 +2 +4 (PoO3

2−)
Radium Ra 88 226 5 +2

a“Handbook of Chemistry and Physics”, CRC Press (online Edition) (2002).
bM. Pourbaix, “Atlas of Electrochemical Equilibrium”, National Association of Corrosion Engineers, Houston,
TX (1974).
cP. Vanysek, “Electrochemical Series” in “Handbook of Chemistry and Physics”, CRC Press (online Edition)
(2002).



Appendix B
Thermodynamic Relationships for Use in Constructing
Pourbaix Diagrams at High Temperatures

Consider the thermodynamic cycle shown in Fig. 6.19. At constant pressure:

Creact
p (T − 298)+ �HT + Cprod

p (298− T)−�H298 = 0 (B1)

where Cp
prodand Cp

react refer to the heat capacities at constant pressure of products and reactants,
respectively. Thus,

�HT −�H298 = (Cprod
p − Creact

p ) (T − 298) (B2)

or:

�HT −�H298 = �Cp (T− 298) (B3)

where �Cp= Cp
prod − Cp

react. When the products and reactants are in their standard states, then
Eq. (B3) becomes:

�H0
T −�H0

298 = �C0
p (T − 298) (B4)

or:

�H0
T −�H0

298 =
∫ T

298
d(�H) =

∫ T

298
�C0

pdT) (B5)

Because dS = dH/T at constant pressure,

�S0
T −�S0

298 =
∫ T

298

d(�H)

T
=
∫ T

298
�C0

p d lnT) (B6)

Then

�G0
T = �H0

T − T �S0
T (B7)

and

�G0
298 = �H0

298 − 298 �S0
298 (B8)
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combine to give:

�G0
T −�G0

298 = (�H0
T −�H0

298)− T(�S0
T −�S0

298)− (�T)�S0
298) (B9)

where �T = T − 298. Use of Eqs. (B5) and (B6) in Eq. (B9) gives the result:

�G0
T = �G0

298 +
∫ T

298
�C0

P dT − T
∫ T

298
�C0

P d lnT − (�T)�S0
298 (B10)

Equation (B10) is the expression for relating the standard free energy change at some elevated
temperature T to the standard free energy change at 25◦C. Equation (B10) is the same as Eq. (30) in
Chapter 6. The heat capacities required in Eq. (B10) are either measured or estimated. Ionic entropies
are usually estimated by the empirical correlation method of Criss and Cobble [B1, B2] which relates
entropies at elevated temperatures to entropies at 298 K.

References

B1. C. M. Criss and J. W. Cobble., J. Am. Chem. Soc., 86, 5385 (1964).
B2. J. W. Cobble, J. Am. Chem. Soc., 86, 5394 (1964).



Appendix C
Relationship Between the Rate Constant and the
Activation Energy for a Chemical Reaction

For the general reaction

A+B→ [AB] �= → products (C1)

where [AB] �=is the activated complex; see Fig. 7.14. The rate of the reaction depends on the
concentration of the activated complex and its rate of passage over the energy barrier; That is,

rate of reaction =
(

concentration
of complex

)
×
(

rate of passage
over energy barrier

)
(C2)

When the activated complex is poised at the top of the energy barrier, its vibrational energy (hν) is
just equal to the thermal energy (kT). That is, hν = kT, where h is Planck’s contant, ν is the frequency
of vibration of the complex, and k is Boltzmann′s constant. Thus, ν = (kT/h) is the rate of passage
of activated complexes over the energy barrier. Then, Eq. (C2) becomes

rate= [AB�=]
kT

h
(C3)

The equilibrium constant for the formation of the activated complex is

K �= = [AB�=]

[A][B]
(C4)

or

[AB �=] = K�=[A][B] (C5)

Also, �G�= = −RT ln K�= gives

K �= = e−�G�=/RT (C6)

Use of Eqs. (C5) and (C6) in Eq. (C3) gives

rate= [A][B]
kT

h
e−�G�=/RT (C7)

But from classical kinetics,
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rate= (rate constant) [A] [B] (C8)

Comparison of Eqs. (C7) and (C8) gives the result

rate constant = kT

h
e−�G�=/RT (C9)

which is the same as Eq. (6) in Chapter 7.



Appendix D
Random Walks in Two Dimensions

We want to calculate the root mean square distance
√

< d2 > which a particle can move after N
two-dimensional steps. Suppose that after N−1 jumps, an atom or ion has the co-ordinates xN−1 and
yN−1, as shown in Fig. D.1. As described in Chapter 8, let the jump distance be l units and suppose
that the particle can jump in any of the eight discrete directions shown in Fig. D.2.

yN–1

xN–1

dN–1

(xN, yN)

(xN–1, yN–1)

Fig. D.1 A particle jumps from a given site to a new site one jump distance in the North direction

N

NE

E

SE

S

NW

SW

W

Fig. D.2 Diagram showing the possible jump directions considered in this example of a two-dimensional walk
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Suppose that the particle jumps from co-ordinates (xN−1, yN−1) in the north direction (N), as
shown in Fig. D.1. Then,

xN = xN−1 (D1)

and

yN = yN−1 + l (D2)

Squaring both sides of these two equations gives

X2
N = X2

N−1 (D3)

and

Y2
N = Y2

N−1 + 2 l yN−1 + l2 (D4)

Adding Eqs. (D3) and (D4) gives

x2
N + y2

N = x2
N−1 + y2

N−1 + 2lyN−1 + l2 (D5)

Equation (D5) can be written as

d2
N = d2

N−1 + w2 (D6)

where

d2
N−1 = x2

N−1 + y2
N−1 (D7)

and

w2 = 2 l yN−1 + l2 (D8)

Instead of jumping from co-ordinates (xN−1, yN−1) in the north direction (N), suppose that
the particle jumps in the northeast direction (NE). Then, from simple geometry, as shown in
Fig. D.3:

xN = xN−1 + l√
2

(D9)

yN = yN−1 + l√
2

(D10)

Squaring both sides in Eqs. (D9) and (D10) and adding gives

x2
N + y2

N = x2
N−1 + y2

N−1 +
2 l√

2
(xN−1 + yN−1)+ l2 (D11)

which again has the form of Eq. (D6), except now that
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xN–1

yN–1

dN–1

(xN, yN)

(xN–1, yN–1)

/

2

2

Fig. D.3 The particle jumps from the second location in Fig. D.1 to a new site one jump distance in the Northeast
direction

w2 = 2 l√
2

(xN−1 + yN−1) + l2 (D12)

Thus, we can continue around the compass in Fig. D.2 and generate a set of equations (as per
Eq. (D6)), where w2 has the form for each case as given in Table D.1.

Table D.1 Forms for w2 in d2
N = d2

N−1+ w2

Direction of jump w2

N w2 = 2 lyN−1 + l2

NE w2 = 2 l√
2

(xN−1 + yN−1)+ l2

E w2 = 2 lxN−1 + l2

SE w2 = 2 l√
2

(xN−1 − yN−1)+ l2

S w2 = −2 lyN−1 + l2

SW w2 = 2 l√
2

(− xN−1 − yN−1)+ l2

W w2 = −2 lxN−1 + l2

NW w2 = 2 l√
2

(− xN−1 + yN−1)+ l2

The average value of w2 should be l2. From Table D.1, it can be seen that adding up the various
values of w2 and dividing by 8 gives

w2 = 8 l2

8
= l2 (D13)

Thus, starting at the origin and making one jump gives

d2
1 = d2

0 + l2 = l2 (D14)

After the second jump
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d2
2 = d2

1 + l2 = 2 l2 (D15)

After the third jump

d2
3 = d2

2 + l2 = 3 l2 (D16)

Thus, in general,

d2
N = Nl2 (D17)

or, the expected root-mean square value of d is

< d2 >= Nl2 (D18)

which is Eq. (5) in Chapter 8. Thus,

√
< d2 > =

√
Nl2 (D19)

It can be seen that if the jump direction is considered for a larger number of jump directions that
in turn approach a continuum, the result will be the same as in Eq. (D19).



Appendix E
Uhlig’s Explanation for the Flade Potential on Iron

Uhlig assumed that the following surface reaction was responsible for the passivation of iron:

Fe(s)+ 3H2O (1)→ Fe(O2 ·O)ads + 6H+(aq)+ 6e− (E1)

where Fe(O2·O)ads refers to the chemisorbed monolayer with a second layer of adsorbed O2
molecules. The approach is to calculate the standard free energy change �G0 for Eq. (E1), and
then to get E0 from �G0 = −nFE0. The standard free energy change for Eq. (E1) is

�G0 = μ0 (Fe(O2 ·O)ads)+ 6μ0(H+(aq))− μ0((Fe(s))− 3μ0((H2O(1)) (E2)

Recall that μ0(H+(aq)) = 0 and μ0((Fe(s)) = 0. The value for μ0((H2O (l)) has been tabu-
lated, but the value for μ0(Fe(O2.O)ads) is not available and must be calculated. Uhlig calculated
μ0(Fe(O2.O)ads) by considering the following surface reaction:

Fe (s)+ 3

2
O2 → Fe (O2 ·O)ads (E3)

Uhlig then used

�G0
S = �H0

S − T�S0
S (E4)

where the subscripts refer to the surface reaction in Eq. (E3). With experimental data reported in
the surface chemistry literature for the heat of adsorption �Hs

0 and entropy of adsorption �Ss
0 of

oxygen on iron, Eq. (E4) gives

�G0
S =

(−75,000 cal

mol O2

)(
3

2
mol O2

)
− 298◦

( −46.2 cal

deg mol O2

) (
3

2
mol O2

)
(E5)

or, �Gs
0 =− 91,848 cal per mole of Fe(O2·O)ads. This is also the value for μ0(Fe(O2.O)ads) because

Eq. (E3) involves the formation of Fe(O2·O)ads from its elements.
Use of ΔGs

0 = − 91,848 cal for Fe(O2.O)ads in Eq. (E2) along with the value of
−56,690 cal/mole for liquid water gives

�G0 = (1 mol Fe(O2 ·O)ads)

(−91,848 cal

mol

)
− (3 mol H2O)

(−56,690 cal

mol

)

or, �G0 = 78,222 cal mol in Eq. (E1). Then,
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�G0 = −nFE0 (E6)

gives

(78,222 cal)

(
4.184 J

cal

)
= −(6 equiv)

(
96,500 coul

equiv

)
E0 (E7)

or, E0 = − 0.57 V vs. SHE. But this value is for the oxidation reaction and the standard electrode
potential is for the reduction reaction, so that E0 = + 0.57 V vs. SHE. This value is in good agreement
with the Flade potential of +0.58 V for Franck’s data for iron in sulfuric acid.



Appendix F
Calculation of the Randic Index X(G) for the Passive Film
on Fe–Cr Alloys

From Chapter 9, we begin with a hexagonal graph of Cr2O3 which contains Fe3+ ions substituted
for some Cr3+ ions to form a mixed oxide, xFe2O3·(1−x) Cr2O3. The original hexagonal graph G0
for Cr2O3 contains N vertices (Cr3+ ions) and (3/2) N edges (O2− ions). In the new graph G for the
mixed oxide D edges have been deleted one Fe3+ substituted per edge deletion. From Eq. (18) in
Chapter 9:

D

N
= x

1− x
(F1)

where x is the mole fraction of Fe2O3 in the mixed oxide.
To calculate X(G), we would need to know which edges have been deleted from G0. However,

the process of edge deletion is random, so we follow the procedure used by Meghirditchian [F1] in
analyzing the network of a silica glass. For X(G), we use its expected value E[X(G)] given by

E[X(G)] =
∑

i,j

(ij)−0.5E[A(G)
ij ] (F2)

where A(G)
ij is the number of edges in G connecting vertices of degrees i and j. We calculate the

expected value of E[A(G)
ij ] following Meghirditchian [F1].

Edge deletion in the hexagonal network G0 can be treated by considering two adjacent vertices
k and l in G0 and the connecting edge (kl), as shown in Fig. F.1. Suppose that after edge deletion,
the edge (kl) remains undeleted, but the degrees of vertices k and l become i and j, as also shown in
Fig. F.1. To do this, we

(1) delete (3 − i) edges incident with the vertex k,
(2) delete (3 − j) edges incident with vertex l, and
(3) delete (D − 6 + i + j) edges from the remaining (3/2)N − 5 edges (See Table F.1).

k l i j

Fig. F.1 Edge deletion in a hexagonal network. After edge deletion, the vertices of degree k and l become i and j
(shown here for the case where i and j are both two)
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Table F.1 Edge deletion in a hexagonal array

Type edge 
Number 
of edges 

Degree of vertex 
after edge 
deletion Possibilities 

Number edges 
deleted 

Ways to 
delete edges 

kl 1 ---- ---- ---- ---- 

Incident with k 

Incident with l

k

2 i i = 2 3 - i 2

i -1 

i -1 

j -1 

i = 1 3 - i 2

l

2 j j = 2 3 - j 2

2

j -1

j = 1 3 - j 

Remaining 
edges 

3
2

 N – 5 D - 6 + i + j 

D - 6 + i + j 

3
2

 N - 5

The probability Pij of this occurrence is [F1, F2]

Pij =

(
2

i− 1

)(
2

j− 1

)( 3

2
N − 5

D− 6+ i+ j

)

( 3

2
N

D

) (F3)

Recall that
(

a
b

)
= a!

b! (a− b)!
From the properties of factorial numbers and for large N and D, Eq. (F3) becomes (after some

algebra)
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Pij =

(
2

i− 1

)(
2

j− 1

)⎛⎜⎝
3

2
N−D

D

⎞
⎟⎠

i+j−1

⎛
⎜⎝

3

2
N

D

⎞
⎟⎠

5
(F4)

which is the probability of any single edge (kl) in G0 becoming an edge of G joining vertices of
degrees i and j. Then the expected value for the total number of edges in G joining vertices of
degrees i and j is

E[A(G)
ij ] = A(G0)Pij (F5)

where A(G0) is the number of edges in G. Thus

E[X(G)] = A(G0)
3∑

j=1

3∑
i=1

(ij)−0.5Pij (F6)

or

E[X(G)] = A(G0)
3∑

j=i

3∑
i=1

(ij)−0.5αijPij (F7)

where

αij =
{

2 if i �=j
1 if i = j

Use of Eqs. (F1) and (F4) in Eq. (F7) with A(G0) = (3/2)N gives

E[X(G)] =

(
1

3

)5

N

(1− x)5
(3− 5x) {24 x4 + 24

√
2 x3(3− 5x)+ 4(

√
3 + 3) x2 (3− 5x)2

+2
√

6 × (3− 5x) 3 + 1
2 (3− 5x)4

}
(F8)
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Appendix G
Acid Dissociation Constants pKa of Bases and the Base Strength

Organic bases are protonated in acid solutions. For a secondary amine, for instance,

R2NH+ � R2N+H+ (G1)

where R2N denotes the depronated amine and R2NH+ its conjugate acid, with R referring to an
organic substituent. (If one of the R′s is an H atom, then the amine is a primary amine). The acid
dissociation constant for Eq. (G1) is

Ka = [R2N] [H+]

[R2NH+]
(G2)

and

pKa = log
1

Ka
(G3)

The stronger the conjugate acid, the greater its tendency to produce protons. Thus, the stronger
the acid, the larger the ratio [R2N]/[R2NH+], and the larger the value of Ka. Large values of Ka
correspond to small values of pKa.

Thus, the smaller the pKa, the greater the acid strength. Conversely, the greater the pKa, the
stronger base and greater the tendency to donate electrons.
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Appendix H
The Langmuir Adsorption Isotherm

Suppose that a species A adsorbs from the aqueous phase onto a metal surface

A (aqueous)
k1�

k−1
A (adsorbed) (H1)

where k1 and k−1 refer to the rate constants in the forward (adsorption) and reverse (desorption)
directions.

The process is represented by the free energy diagram in Fig. H.1(also see Chapter 7). In Fig. H.1,
�G�=1 is the height of the free energy barrier in the forward direction, �G�=−1 is the corresponding
height in the reverse direction, and �Gads is the change in free energy due to adsorption of the
species A.

A (adsorbed)

A (liquid)

ΔG1
≠

ΔG-1
≠

ΔGads

Extent of reaction

Fr
ee

 e
ne

rg
y

Fig. H.1 Free energy diagram for the adsorption of a species A from the aqueous phase onto a metal surface. �G �=1 is

the height of the free energy barrier in the forward direction, �G�=−1 is the corresponding height in the reverse direction,
and �Gads is the change in free energy due to adsorption of the species A

The process of adsorption requires a vacant site on the metal surface (i.e., a site not already occu-
pied by an adsorbed molecule or ion). From absolute reaction rate theory, as discussed in Chapter 7,
the rate of adsorption (the forward direction) is
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rate forward = k1 (1− θ ) Ce−�G�=−1/RT (H2)

where θ is the surface coverage of the adsorbed species and C is the concentration of species A in
the liquid phase. The rate of desorption (the reverse direction) is given by

rate reverse = k−1θe−�G�=−1/RT (H3)

At equilibrium the two rates are equal so that

k−1 θ e− �G�=−1/RT = k1 (1− θ ) Ce− �G�=−1/RT (H4)

Thus,

θ

1− θ
= k1

k1
Ce (�G�=−1−�G�=1 )/RT (H5)

But from Fig. H.1,

�G�=−1 −�G�=1 = �Gads (H6)

Use of Eq. (H6) in Eq. (H5) gives

θ

1− θ
= k1

k−1
e �Gads/RTC (H7)

Then we can write �Gads = �Hads − T �Sads, so that Eq. (H7) becomes

θ

1− θ
= k1

k−1
e−�Sads/Re �Hads/RTC (H8)

or

θ

1− θ
= K1 e�Hads/RTC (H9)

where e−�Sads/R has been incorporated into the constant K1.
In the Langmuir model, the metal surface is assumed to be homogeneous everywhere. In addition,

it is assumed that there are no lateral interactions between adsorbed molecules. (If there were lateral
interactions, then the heat of adsorption would vary with the surface coverage θ .) Thus, �Hads is
independent of the surface coverage θ . Then Eq. (H9) becomes

θ

1− θ
= KC (H10)

where

K = K1 e�Hads/RT (H11)

Equation (H10) is the same as Eq. (7) in Chapter 12.



Appendix I
The Temkin Adsorption Isotherm

The Temkin adsorption isotherm removes the restriction in the Langmuir model that the heat
of adsorption is independent of surface coverage θ . The Langmuir adsorption isotherm can be
written as

θ

1− θ
= K1 e�Hads/RT C (I1)

where the terms have the same meaning as in Eq. (H9).
In the Temkin model, the heat of adsorption is assumed to decrease linearly with surface coverage

θ ; that is

�Hads = �H0
ads − r θ (I2)

where �Hads
0 is the initial heat of adsorption (at near-zero coverages) and r is the Temkin parameter.

Insertion of Eq. (I2) into Eq. (I1) gives

θ

1− θ
= K1 e�H0/RT e−r θ/RT C (I3)

or

θ

1− θ
= K′ e−r θ/RT C (I4)

where

K′ = K1 e�H0/RT (I5)

Taking natural logarithms in Eq. (I4) gives

ln

(
θ

1− θ

)
+ rθ

RT
= ln K′ + ln C (I6)

Next we compare the terms ln [θ /(1 − θ )] and rθ /RT. This is done in Table I.1 for typical values
of r of 10−20 kcal/mol. As seen in Table I.1,

ln

(
θ

1− θ

)
<<

rθ

RT
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for 0.3 < θ < 0.7. Then Eq. (I6) simplifies to

rθ

RT
= ln K′ + ln C (I7)

or

θ = 2.303 RT

r
log C + 2.303 RT

r
log K′ (I8)

which is Eq. (11) in Chapter 12.

Table I.1 Comparison of the terms ln [θ /(1 − θ)] and rθ /RT in the derivation of the Temkin adsorption isotherm

r θ

RT

θ ln
θ

1− θ
r = 10 kcal/mole r = 20 kcal/mole

0.1 −2.198 1.69 3.38
0.2 −1.386 3.38 6.76
0.3 −0.847 5.08 10.1
0.4 −0.405 6.78 13.6
0.5 0.000 8.47 16.9
0.6 0.405 10.0 20.2
0.7 0.847 11.9 23.8
0.8 1.386 13.6 27.2
0.9 2.198 15.3 30.6



Appendix J
The Temkin Adsorption Isotherm for a Charged Interface

If a molecule or ion adsorbs at a charged interface in the presence of an electrode potential,

A (aqueous)
k1�

k−1
A (adsorbed)

then the process is represented by the free energy diagram in Fig. J.1, where the solid lines in
Fig. J.1 apply to the open-circuit potential E0.

A (adsorbed)

A (liquid)

ΔG1
≠

ΔG-1
≠

ΔGads

Extent of reaction

F
re

e 
en

er
gy

αzF(E - E0)

(1 - α)zF(E - E0)

Fig. J.1 Free energy diagram for the adsorption of a species A from the aqueous phase onto a metal surface in the
presence of an electrode potential. The solid lines refer to the open-circuit potential E0, and the dotted lines to a
polarized potential E. �G�=1 is the height of the free energy barrier in the forward direction at potential E0, �G�=−1
is the corresponding height in the reverse direction at potential E0, and �Gads is the change in free energy due to
adsorption of the species A at potential E0

Suppose that the adsorbed species has a negative charge, and that the electrode potential is
changed from the open-circuit potential E0 to a more positive potential E. Then the height of the free
energy barrier will be decreased for adsorption (the forward direction) and increased for desorption
(the reverse direction), as shown by the dotted lines in Fig. J.1.
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The rate of adsorption in the forward direction at the open-circuit potential E0 is

rate forward = k1 (1− θ )[A] e−�G1
�=/RT (J1)

(see Eq. (H2) in Appendix H). Under the new applied potential E, the rate of adsorption in the
forward direction is

rate forward = k1 (1− θ ) [A] e−
[
�G�=−αzF(E−E0)

]
/RT (J2)

where z is the charge on the adsorbing species, α is the symmetry factor, and αZF(E− E0) represents
the coulombic interaction of the charge with the electric field. (If the decrease in the free energy
barrier in the forward direction is equal to the increase in the free energy barrier in the reverse
direction, then α = 0.5.)

Similarly, the rate of desorption in the reverse direction under potential E is

rate reverse = k−1 θ e
−
[
�G�=−1+ (1−α)zF(E−E0)

]
/RT

(J3)

At equilibrium under the potential E, the rate in the forward direction is equal to the rate in the
reverse direction, or

k−1 θ e
−
[
�G�=−1+ (1−α)zF(E−E0)

]
/RT = k1 (1− θ ) [A] e

−
[
�G�=1 −αZF(E− E0)

]
/RT

(J4)

Thus,

θ

1− θ
= k1

k−1
[A] e(�G�=−1−�G�=1 )/RT e−zFE0/RT ezFE/RT (J5)

As in Appendix H,

�G�=−1 −�G�=−1 = �Gads (J6)

and writing �Gads = �Hads − T �Sads gives

θ

1− θ
= k1

k−1
[A] e�Hads/RTe−�Sads/R e−zFEo/RT ezFE/RT (J7)

As in Appendix I, we write

�Hads = �H0
ads − r θ (J8)

where �Hads
0 is the initial heat of adsorption (at near-zero coverages) and r is the Temkin parameter.

Then

θ

1− θ
= k1

k−1
[A] e�H0

ads/RTe−rθ/RT e−�Sads/R e−ZFEo/RT ezFE/RT (J9)

θ

1− θ
= K2 [A] e−rθ/RT ezFE/RT (J10)
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where

K2 = k1

k−1
e�H0

ads
/RTe−�Sads/R e−zF E0/RT (J11)

Equation (J10) has a form similar to that of Eq. (I4) in Appendix I, and the remainder of the
treatment is similar to that in Appendix I. Taking logarithms in Eq. (J10) gives

ln

(
θ

1− θ

)
+ rθ

RT
= ln K2 + ln [A]+ zFE

RT
(J12)

As shown in Appendix I,

ln

(
θ

1− θ

)
<<

rθ

RT

for 0.3 < θ < 0.7. Then Eq. (J12) becomes

θ = 2.303 RT

r
log [A]+ 2.303 RT

r
log K2 + zFE

r
(J13)

which is Eq. (18) in Chapter 12.



Appendix K
Effect of Coating Thickness on the Transmission Rate
of a Molecule Permeating Through a Free-Standing
Organic Coating

Consider the case where the exterior of the coating is in contact with concentration C0 of permeating
molecule. The concentration profiles with time within an organic coating of thickness L1 are given
in Fig. K.1. The concentration of permeating molecule at the underside boundary of the organic film
is zero because the permeating molecules exit the film at that distance.

Distance from surface

t1 t2
t3

Concentration
of permeant 
in coating

Distance from surface

t1 t2
t3 t4

L1

L2

t5

C0

C0

Concentration
of permeant 
in coating

Fig. K.1 Concentration profiles (at different times) for a permeating molecule in free-standing organic films of
thickness L1 (top) and L2 (bottom)

From Ficks first law of diffusion, the transmission rate J1 of the permeating molecule in the
coating of thickness L1 is

J1 = −D
dC

dx
(K1)

or

J1 = −D

(
0− C0

L1

)
(K2)
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For a second coating of identical material but of a different thickness L2,

J2 = −D

(
0− C0

L2

)
(K3)

Equations (K2) and (K3) combine to give:

J2

J1
= L1

L2
(K4)



Appendix L
The Impedance for a Capacitor

The voltage across a capacitor C is

E(t) = 1

C
Q(t) (L1)

where Q(t) is the charge given by

Q(t) = I(t)t (L2)

Use of Eq. (L2) in Eq. (L1) gives

E(t) = 1

C
I(t)t (L3)

so that

d E(t)

d t
= 1

C
I(t) (L4)

and

I(t) = C
d E(t)

d t
(L5)

The impedance is given by

ZC = E(t)

I(t)
= E(t)

C
d E(t)

dt

(L6)

The voltage E(t) is given by Eq. (6) in Chapter 14, that is

E = E0 ejωt (L7)

Use of Eq. (L7) in Eq. (L6) gives

ZC = E(t)

I(t)
= E0ejωt

CjωEjωt
0

(L8)

or

ZC = 1

jωC
(L9)

Reference

L1. G. H. Hostetter, “Fundamentals of Network Analysis”, p. 162, Harper & Row, New York, NY (1980).
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Appendix M
Use of L’Hospital’s Rule to Evaluate |Z| for the
Metal/Solution Interface for Large Values of Angular
Frequency ω

For the model of the electrical double layer shown in Fig. 14.4, we have

|Z| =
⎧⎨
⎩
(

RS + Rp

1+ ω2R2
p C2

dl

)2

+
(

ωR2
p Cdl

1+ ω2R2
p C2

dl

)2
⎫⎬
⎭

1/2

(M1)

which is Eq. (24) in Chapter 14. For ω → ∞, the first term in the parentheses on the right-hand
side of Eq. (M1) approaches (Rs)2, but we need to apply L’Hospital’s rule to the second term on the
right-hand side of Eq. (M1). Thus,

lim
ω→∞

(
ω R2

p Cdl

1+ ω2R2
p C2

dl

)
= lim

ω→∞

⎛
⎜⎝

d

dω

(
ωR2

p Cdl

)
d

dω

(
1 + ω2R2

p C2
dl

)
⎞
⎟⎠ (M2)

lim
ω→∞

(
ω R2

p Cdl

1+ ω2R2
p C2

dl

)
= lim

ω→∞

(
R2

p Cdl

2ωR2
p Cdl

)
(M3)

or

lim
ω→∞

(
ω R2

p Cdl

1+ ω2R2
p C2

dl

)
= 0 (M4)

Thus,

lim
ω→∞ |Z| = |R

2
S|1/2 = RS (M5)
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Appendix N
Derivation of the Arc Chord Equation for Cole−Cole plots

Complex plane plots of Z′′ vs. Z′ are sometimes not perfect semi-circles but instead are depressed
semi-circles, as in Fig. N.1. (This figure is the same as Fig. 14.15).

Depressed semicircle
(Cole-Cole)

z*

V
U

Im
ag

in
ar

y,
 Z

”

Real, Z’

Ideal (semicircle)

RS RS + RP

Fig. N.1 Schematic complex-plane diagram for the impedance showing arc chords U and V for a given frequency
(N2). The notation z∗ indicates that z is a complex number

Such depressed semi-circles are called Cole−Cole plots. For the electrical double layer at a
metal/solution interface, these plots result if there is a distribution of relaxation times τ around a
most probable value τ0 = RdlCp. This is equivalent to the distribution of capacitances around some
central value Cdl:

Z = RS + RP

1+ (jωRpCdl
)1−α

(N1)

where α is a measure of the departure from ideality. The parameter α ranges from 0 to 1 and is zero
for ideal behavior.

The vectors U and V in Fig. N.1 are given by

V=Z∗−Rs (N2)

U=Z∗ − (RS + Rp) (N3)

where Z∗ is the complex impedance. From Fig. N.1,

V+U= (RS + Rp)−RS = Rp (N4)
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Then Eq. (N1) becomes

V + U = V + U

1+ (jωRpCdl)1−α
(N5)

or

V + V(jωRpCdl)
1−α = V + U (N6)

so that

V

U
= 1

(jωRpCdl)1−α
(N7)

or

V

U
= (jωRpCdl)

α−1 (N8)

Taking absolute values on each side

∣∣∣∣VU
∣∣∣∣ = |j (α−1)

∣∣∣ (ωRpCdl)
α−1 (N9)

Then use is made of the property that any complex number can be written in polar form:

z = a+ jb = r ejθ (N10)

For the special case where z = j,

j = 1·ej π
2 (N11)

j(α−1) = e(j π
2 )(α−1) (N12)

or

j(α−1) = cos
π

2
(α − 1)+ j sin

π

2
(α − 1) (N13)

With

| z| =
√

a2 + b2 (N14)

∣∣∣j(α−1)
∣∣∣ =

√
cos2

[π
2

(α − 1)
]
+ sin2

[π
2

(α − 1)
]
= 1 (N15)

Use of this result in Eq. (N9) gives

∣∣∣∣VU
∣∣∣∣ = (ωRpCdl)

α−1 (N16)
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and

log

∣∣∣∣VU
∣∣∣∣ = (α − 1) log ω + (α − 1) log (CdlRp) (N17)

which is the desired result.

References

N1. E. McCafferty, V. H. Pravdic, and A. C. Zettlemoyer, Trans. Faraday Soc., 66, 1720 (1970).
N2. K. S. Cole and R. H. Cole, J. Chem. Phys., 9, 341 (1941).
N3. E. McCafferty and J. V. McArdle, J. Electrochem. Soc., 142, 1447 (1995).



Appendix O
Laplace’s Equation

The flux Ni of each dissolved species in an electrolyte arises from three effects. These are: (a)
the motion of charged species in an electric field (migration), (b) diffusion due to a concentration
gradient, and (c) convection due to bulk motion of the fluid. These three contributions give [O1]

 Ni  = -zi μ i F Ci ∇φ  -  Di ∇ Ci  +  Ci v

migration diffusion convection (O1)

where
Ni = ionic flux of species i
zi = charge of species i
μi = mobility of species i
F = Faraday’s constant
Ci = concentration of species i
φ = electrostatic potential
Di = diffusion coefficient of species i
v = fluid velocity
∇ = differential operator (∂ /∂x + ∂ /∂y + ∂ /∂z)

The current density i is given by

i = F
∑

i

ziNi (O2)

The material balance of each species is

∂Ci

∂t
= −∇ Ni + Ri (O3)

where Ri is the rate of production of species i due to chemical reactions in the bulk of the electrolyte.
If ions are not generated in the bulk, then Ri = 0.

The condition of electroneutrality in the solution is

∑
i

zi Ci = 0 (O4)
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Multiplying Eq. (O3) by zi gives

∂(ziCi)

∂t
= −∇ ziNi (O5)

(with Ri = 0). Then, summing over all species gives

∂

∂t

∑
i

zi Ci = −∇
∑

i

ziNi (O6)

But from Eq. (04),
∑

i
zi Ci = 0, so that Eq.(06) gives

∇
∑

i

ziNi = 0 (O7)

Then, Eq. (O2) can be written as

∇i = ∇
(

F
∑

i

ziNi

)
= F

∑
i

ziNi (O8)

Using Eq. (O7) in Eq. (O8) gives

∇i = 0 (O9)

This result will be used below. Use of Eq. (O1) in Eq. (O2) gives

i = F
∑

i

zi (−zi μiFCi∇φ − Di∇Ci + Civ)

or

i = −F2∇φ
∑

i

z2
i μiCi − F

∑
i

zi Di∇Ci + Fv
∑

i

ziCi (O10)

By virtue of electroneutrality, the last term is zero. If there are no concentration gradients in the
bulk of the solution, ∇Ci = 0. Thus, Eq. (O10) becomes

i = −σ ∇φ (O11)

where σ is the electrolyte conductivity given by

σ = −F2
∑

i

z2
i μiCi (O12)

We can operate on Eq. (O11) as follows:

∇i = −σ ∇2φ (O13)
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But ∇i = 0 by Eq. (O9), so that Eq. (O13) gives

∇2φ = 0 (O14)

which is Laplace’s equation.

Reference

O1. J. Newman, in “Advances in Electrochemistry and Electrochemical Engineering”, C. W. Tobias, Ed., Vol. 5,
p. 87, Interscience Publishers, New York, NY (1967).
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